
4. Ocean Modelling and PredictionMatthew H. England and Peter R. Oke
4.1 IntroductionThe ocean plays a vital role in our environment. As such, an ability to modeland predict its circulation can be of enormous value. Modelling and pre-diction of ocean currents in coastal regions is important for many reasons,including inuences on recreation, navigation, algal bloom formation, e�uentdispersion, search and rescue operations, and oil spills. Ocean currents nearthe coast also a�ect beach conditions that impact upon the near-shore zone.Severe wave climates and storm surges can cause enormous destruction of thebuilt environment. At larger scales, vast ocean currents carry heat around theglobe, a�ecting climate and weather patterns such as those associated withthe El-Ni~no event and the North Atlantic Oscillation. The oceans also have avast capacity to absorb and redistribute gases such as carbon dioxide. Theywill therefore play a crucial role in determining our future climate.To understand and predict the way the ocean a�ects our environment, anumber of ocean models have been developed during the past half century.Some are computationally simple and predict a limited number of oceanicvariables, such as tidal models or a wave climate model. Others, such asprimitive equation ocean general circulation models (OGCMs), are compu-tationally expensive and solve several equations in order to predict three-dimensional ocean currents and temperature-salinity (T �S). In this chapterwe describe the state-of-the-art in ocean modelling.4.1.1 What Is an Ocean Model?The World's oceans can be viewed as a turbulent strati�ed uid on a rotatingsphere with a multiply-connected domain and an uneven bottom bathymetry.More simply, the rotating earth has an ocean system divided by land massesand with varying water density and ocean depth. The external forcing ofthe ocean occurs through the mechanical forcing of the winds, the so-called\thermohaline" forcing via heat and freshwater uxes across the air-sea in-terface, and through planetary forces manifest in tides. An ocean model is



126 4. Ocean Modelling and Predictionsimply a computational solution to this problem: using physical conservationlaws for mass, momentum, heat and so on, and some estimation of the forc-ing �elds, the computer model predicts ocean currents and other propertiessuch as temperature, salinity, and optionally chemical tracers or biologicalparameters.4.1.2 Mean Large-scale Ocean CirculationThe global scale ocean circulation can be viewed in a number of ways. Inthe horizontal plane, mean circulation is dominated in the upper ocean bywind-driven ow. Figure 4.1 shows surface mean wind stress over the oceans,and the upper ocean circulation pattern. Large-scale gyres dominate at mid-latitudes, with intensi�ed western boundary currents (WBCs) due to theEarth's rotation, carrying tropical heat poleward. At the tropics, easterlytrade winds and the doldrums drive a tropical current/counter current sys-tem (for more details see Tomczak and Godfrey, 1994). At higher latitudesthermohaline circulation is manifest in the surface ow; for example, theNorth Atlantic Current extends into the Greenland/Norwegian Sea to feedNorth Atlantic Deep Water formation. In the Southern Ocean, a latitudeband free of continental land masses permits the eastward owing AntarcticCircumpolar Current (ACC) to circle the globe.In the meridional plane a completely di�erent view of the ocean circulationis obtained (Fig. 4.2). Water masses of di�erent density classes ventilate theinterior of the ocean in a complex manner. Around Antarctica dense bottomwater is formed over the continental shelf by salt rejection during sea-iceformation and wintertime cooling. Further north, Circumpolar Deep Water(CDW) is upwelled under the subpolar westerlies, owing either northwardto form intermediate and mode waters (after the addition of freshwater viaprecipitation or sea-ice melt), or southward towards the Antarctic continent.In the Northern Hemisphere, a saltier North Atlantic accommodates deepwater production whereas the North Paci�c remains too fresh to see deepwater convection. The water masses formed in the World Ocean subsequentlyrecirculate and are either \consumed" by diapycnal mixing or when theyresurface in the upper mixed layer. In both cases, T�S properties are alteredor reset and the water-mass is converted.4.1.3 Oceanic VariabilityThe dominant picture of ocean circulation at the large-scale was one of steadyow until drifting buoy technologies in the 1960s revealed variability of owpatterns at rather small spatial scales. Near-shore variability was long knownto exist and was thought to be controlled by uctuations in tidal ows andlocal winds. At the large-scale, oceanic variability is evident in phenomenasuch as El-Ni~no and the Antarctic Circumpolar Wave; as well as in western
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Fig. 4.1. (a) Surface mean wind stress over the oceans (from Barnier, 1998); and(b) Schematic of upper ocean circulation patterns (from Thurman, 1991).boundary current ow pathways. In addition, oceanic eddies of size 30{100kmare seen near intense surface currents (e.g. the ACC and WBCs) and near theEquator, and play a key role in transporting climate properties around theglobe. Figure 4.3 shows the kinetic energy spectrum estimated for the oceanand atmosphere as a function of horizontal wavenumber, revealing substantialoceanic energy at the length scale of these mesoscale eddies. Unfortunately,most present day coupled climate models do not resolve these scales of mo-
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Fig. 4.2.Meridional latitude-depth ocean circulation schematics for the Paci�c andAtlantic Oceans (from Thurman, 1991). AAIW refers to Antarctic IntermediateWater, NPIW to North Paci�c Intermediate Water, and ANC to the AntarcticConvergence.



4.1 Introduction 129tion as computational requirements are too high at sub-eddy scale resolutions.These models adopt large-scale eddy parameterisations to permit reasonablemodel integration times. Coastal or regional models, as well as global simula-tions over shorter integration periods, can resolve mesoscale eddy variability(see, e.g., Semtner and Chervin, 1992; Webb et al., 1998).

Fig. 4.3. Kinetic energy spectrum estimated for the ocean and atmosphere as afunction of horizontal wavenumber (after Woods, 1985).4.1.4 The Oceans, Climate, and ForcingThe oceans play a vital role in the global climate system via their capacityto absorb heat in certain locations, transport this heat vast distances, thenrelease some of it back to the atmosphere at a later time. This is depictedin Fig. 4.4 which shows the global mean transport of heat by the oceans.This pattern of heat transport reects the e�ects of western boundary cur-rents carrying warm water poleward, as well as the net ux of heat towardsdeep water formation sites, particularly NADW. The ocean exhibits variabil-ity on a range of space-time scales, and some of this variability is at a large



130 4. Ocean Modelling and Predictionenough spatial scale to a�ect global weather systems. For example, the El-Ni~no/Southern Oscillation (ENSO) involves a massive redistribution of heatin the tropical Paci�c Ocean via anomalous surface circulation patterns (seePhilander, 1990 for details). In the Southern Ocean, the Antarctic Circum-polar Wave (ACW) advects heat anomalies around the globe, a�ecting windpatterns, pressure systems and sea-ice extent. Ocean modelling for climatestudies has arisen from the need to understand and predict the way oceancirculation can vary and a�ect weather/climate. Given that the ocean circu-lation is determined by both wind and thermohaline factors, ocean climatemodels generally include both these forces whilst neglecting high frequencywaves such as tides and swell.

Fig. 4.4. Global mean transport of heat by the oceans (from Mathieu, 1999; usingobservations of da Silva et al., 1994).Coastal ocean currents are a�ected by a number of di�erent factors includ-ing winds, surface heating, buoyancy e�ects, tides, deep ocean forcing (e.g.WBCs) and coastal trapped waves (CTWs). The time scales on which many ofthese factors vary are from weather-band (3{7 days) to seasonal scales. Windstend to be the most dominant force, locally a�ecting ocean currents, temper-ature and salinity (through upwelling/downwelling) and sea-level. Buoyancye�ects often become important in response to wind-driven events (throughgeostrophic adjustment), in the presence of river outows, or in regions wherea signi�cant amount of heat is gained or lost at the ocean surface. In many



4.2 A Brief History of Ocean Modelling 131coastal regions tides are important [e.g., the North West Australian shelf(Holloway, 1984)] and in others deep ocean forcing is predominant [e.g., o�eastern Australia (Oke and Middleton, 2000)]. Modelling the coastal oceanis therefore a challenging task, and consideration of what factors are mostimportant for any particular region is necessary in order to adequately repre-sent the true variability of the coastal ocean. At smaller scales, such as owsin harbours or bays, circulation patterns are often dominated by tidal ows,so their modelling can be simpli�ed somewhat.4.2 A Brief History of Ocean ModellingA number of simple analytic and linear vorticity models of the basin-scaleocean circulation were developed prior to the proliferation of computing ma-chines, including the so-called Sverdrup model of wind-driven ow (Welander,1959), the Stommel-Arons model of abyssal circulation (Stommel and Arons,1960), and Wyrtki's (1961) simple model of thermal overturning circulation.For a review of these early analytic modelling e�orts the reader is referred toWeaver and Hughes (1992). Similarly, analytic models of wind-driven coastaljets (Allen, 1973), continental shelf waves (Allen, 1980) and strati�ed owsover sloping topography (Chapman and Lentz, 1997) have given modellersgreat insight into the dynamics of coastal ocean ows.The �rst real progress towards a primitive euqation ocean circulationmodel came with the work of Kirk Bryan and Michael Cox in the 1960s(Bryan and Cox, 1967, 1968), in pioneering work towards a coupled climatemodel. They developed a model of ocean circulation carrying variable T � S(and therefore density) based upon the conservation equations for mass, mo-mentum, heat and moisture, and the equation of state. It is not surprisingthis work was completed at an institution where atmospheric modelling wasalready well-established (the GFDL), as the ocean and atmosphere have anumber of similarities, and their modelling requires many analogous tech-niques. Bryan-Cox assumed the ocean had negligible variations in sea-level(i.e. the \rigid-lid" approximation), so that high-frequency gravity waves areignored in the model formulation, and the depth-averaged component of ve-locity (the \barotropic" mode) is solved using an iterative technique. Theirmodel was con�gured in a variety of ways: a 2-D model, a 3-D basin model,and a full World Ocean model (Cox, 1975).The computational requirements of this early model were relatively high,enabling only short integrations from initial conditions, and therefore solu-tions that were not in thermodynamic equilibrium with the model forcing.Nevertheless, Bryan-Cox achieved global simulations with realistic continen-tal outlines, rough bottom bathymetry, prognostic equations for T � S, anelimation of high frequency modes, and approximate closure schemes for thee�ects of mixing, friction, and eddies. Their work can be seen as the genesisof modern-day ocean modelling.



132 4. Ocean Modelling and PredictionSince the early e�orts of Bryan and Cox, a great number of ocean modeldevelopments have occurred (for an outstanding review, see Gri�es et al.,2001). These include the exploration of di�erent grid systems. The GFDLmodel operates on a Cartesian grid with geopotential (i.e., horizontal) lay-ers in the vertical. Models have now been developed with terrain-following(Haidvogel et al., 1991) and density-layer coordinates (Bleck and Boudra,1986). In the horizontal plane, models have been developed with curvilinearcoordinates to follow a local coastline (Blumberg and Mellor, 1987).In addition to di�erent grid systems, a great variety of model options havebeen developed. In models that do not explicitly resolve mesoscale eddies,their e�ects can be parameterised in a number of ways (e.g., Cox, 1987; Redi,1982; Gent and McWilliams, 1990; Gent et al., 1995; Gri�es et al., 1997).Free surface formulations were also developed to enable direct prediction ofthe height and pressure of the ocean surface (e.g., Killworth et al., 1991;Dukowicz and Smith, 1994). This enabled direct comparison with satellite-derived data products as well as eliminating the need to solve the barotropicstreamfunction iteratively (which becomes costly in higher resolution modeldomains and when multiple islands are involved).Ocean model development has now proliferated due to improved numeri-cal techniques, better global ocean data sets, diversity of model applications,and perhaps most dramatically, faster computers with ever increasing pro-cessing capacity.4.3 Anatomy of Ocean Models4.3.1 Governing Physics and EquationsOcean models are capable of predicting a number of variables, normally thethree components of velocity (u; v; w), temperature (T ){salinity (S) andtherefore density (�). They also usually predict either the depth-integratedtransport streamfunction or the sealevel pressure. These \predicted" variablesare known as the model \prognostic" variables. To build an ocean model re-quires a number of governing equations in order to solve for the prognosticvariables. To have a well-determined system requires the number of equa-tions to be the same as the number of prognostic variables. For large-scaleor regional coastal ocean models the governing equations are derived fromthe conservation laws of mass, heat and salt as well as the Navier-Stokesequations for ow of uid on a rotating earth. Typically modellers reduce thelatter to the so-called \primitive equations" by adopting the Boussinesq andhydrostatic approximations, meaning respectively that density variations donot a�ect the momentum balance except via the vertical buoyancy force (thatis, density variations � are much less than the total density �0), and that thebuoyancy force is balanced solely by the vertical pressure gradient (therefore



4.3 Anatomy of Ocean Models 133it is assumed that vertical velocities are small compared to horizontal veloc-ities). These assumptions are valid in almost all oceanic circulation regimes;a notable exception being oceanic convection of unstably strati�ed waters(discussed later) wherein nonhydrostatic ow occurs.The primitive equations operating in ocean models are depicted in theschematic diagram of Fig. 4.5, which shows how the equations are interrelatedas well as what surface forcing is required (see also Sect. 4.3.4).
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Fig. 4.5. Schematic diagram showing the conservation laws, prognostic variables,and air-sea property uxes used in ocean models.The model equations can be written in Cartesian coordinates as follows.Horizontal momentum equations :dudt � fv = @u@t + u@u@x + v @u@y + w@u@z � fv = � 1�0 @p@x + Fu +Du (4.1)dvdt + fu = @v@t + u@v@x + v @v@y + w@v@z + fu = � 1�0 @p@y + Fv +Dv (4.2)Hydrostatic approximation:�g = �@p@z (4.3)



134 4. Ocean Modelling and PredictionContinuity equation:@u@x + @v@y + @w@z = 0 (4.4)Conservation of heat :dTdt = @T@t + u@T@x + v @T@y + w@T@z = FT +DT (4.5)Conservation of salt :dSdt = @S@t + u@S@x + v @Sdy + w@S@z = FS +DS (4.6)where (x; y; z) is Cartesian space, t is time, (u; v; w) the three components ofvelocity, f is the Coriolis parameter, �0 the mean ocean density, p is pressure,� is density, g is gravity, T is potential temperature and S salinity. The termsdenoted by F and D represent, respectively, forcing and dissipation terms,discussed below. The Coriolis parameter f = 2
 sin� where 
 is the angularvelocity of the Earth's rotation (7:3 � 10�5 sec�1) and � is latitude. T , thepotential temperature (often also denoted as �), is the temperature a givenuid element would have if it were moved to a �xed reference pressure (nor-mally the sea surface). This quantity is approximately a conserved property,unlike in situ temperature. Density � is a function of potential temperature�, salinity S and pressure p through the non-linear Equation of State [see Gill(1982) appendix for details].The con�guration of an ocean model involves solving (4.1){(4.6) for u, v,w, p, T and S over a given grid. The spatial-scale of the grid chosen determinesto what extent various processes are resolved. Motion in the ocean occurs ata variety of scales, from molecular di�usion processes (scales of 10�6 metres)right through to oceanic gyres (scales of 107 metres).Figure 4.6 shows these processes as a function of spatial extent. It turnsout that a signi�cant component of oceanic energy resides at the scale of theexternal Rossby radius R, which is the length-scale at which rotation e�ectsare as important a restoring force on motion as gravitational (or buoyancy)e�ects.R =pgh=jf j (4.7)where h is the depth of the ocean. Oceanic eddies are typically of the scaleof the external Rossby radius. R varies from around 100km at tropical lati-tudes down to 10 km at high latitude. Coarse resolution ocean models adoptspatial grids of increment � 100 � 400 km, well above the Rossby radius ofdeformation. In such models, mesoscale eddy e�ects must be parameterizedin some way (discussed below).
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Fig. 4.6. Types of motion in the ocean as a function of spatial extent (from Math-ieu, 1999).4.3.2 Model Choice of Vertical CoordinateOcean modellers adopt a variety of numerical techniques for the treatmentof the vertical coordinate. The three most common vertical schemes used inlarge-scale ocean models are depicted in Fig. 4.7. The �rst one uses geopo-tential or horizontal z-levels, reducing the observed bathymetry to a series ofsteps (e.g., MOM, DieCast). The second uses isopycnal layers as the verticalcoordinate system, where the layer-averaged velocities and layer-thicknessesare the dependent variables (e.g., MICOM). The third uses a terrain-followingsigma-coordinate system through the transformation of the water columndepth from z = 0 to the bottom into a uniform depth ranging from 0 to 1(e.g., POM, SPEM).Each vertical coordinate system has its own advantages and disadvan-tages. The \z-level" model is exible in a number of applications and lowestin computational requirements, although its grid orientation can result inexcessive diapycnal mixing. In addition, downslope plume ows normally re-quire some form of parameterisation to preserve water-mass signatures. Sim-ilarly, upwelling through thin bottom boundary layers in coastal regions is
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Fig. 4.7. The three most common vertical schemes used in large-scale ocean models(a) Observed bathymetry; (b) z-level model topography; (c) isopycnal layer; and(d) sigma-coordinate topography (from DYNAMO, 1997).not well resolved by z-level models. Isopycnal layer models are ideal for sim-ulating water-mass spreading and eliminating unphysical diapycnic mixing,although the use of single potential density values is dynamically inconsis-tent and can lead to errors in high latitude water mass distributions. Thesigma-coordinate, with terrain-following levels, is most likely to realisticallycapture bottom boundary ows, such as bottom water plumes. Its coordi-nate is ideal for ow dominated by topographic e�ects, although it can resultin excessive diapycnic mixing near strong topographic or isopycnal slopes.Sigma-coordinate models also require strongly smoothed bathymetry or highhorizontal resolution to avoid numerical errors associated with the calculationof the pressure gradient terms.4.3.3 Subgrid-scale Processes and DissipationGiven the enormous range of spatial scales apparent in ocean circulationprocesses (order 1012), all ocean models need to treat subgrid processes to



4.3 Anatomy of Ocean Models 137some degree. For coarse resolution models, this includes mesoscale eddies andtheir e�ect on the large-scale ow.The dissipation or mixing of momentum in the ocean is required to bal-ance the continual input of mechanical wind energy at the air-sea interface.Kinetic energy in the ocean is transferred from large-scales to smaller scales(eventually molecular). The standard approach to parameterising the mixingof momentum is to relate the subgrid-scale dissipation to large-scale proper-ties of the ow via a Fickian equation of the formDu = @@x �AH @u@x�+ @@z �AV @u@z� (4.8)Dv = @@y �AH @v@y�+ @@z �AV @v@z� (4.9)Dw = @@z �AV @w@z � (4.10)where AH ; AV are the horizontal/vertical eddy viscosity coe�cients, respec-tively. Typically ocean modellers adopt values for AH ; AV that greatly exceedtheir estimated magnitude to avoid numerical instabilities. Under a hydro-static assumption, as typically used in coastal and larger scale models, Dw isconsidered negligible compared to �g [as per (4.3)]. The horizontal viscosityterms represent a very ad-hoc parameterisation for the exchange of horizontalmomentum from sub-grid scales up to the model grid-scale. The term is re-quired to maintain numerical stability as the viscosity approximation acts todissipate energy, without causing spurious sources of momentum. The mostcommon approach is a Laplacian operator.An example of a ow and resolution-dependent parameterization for AHis AH = C�x�y 12  �@u@x�2 + �@v@x + @u@y �2 + �@v@y�2! 12where C is the Smagorinsky constant (typically < 0.2) and �x;�y are thehorizontal grid spacings. This formulation determines AH as a function ofgrid resolution and horizontal velocity gradients (e.g., Smagorinsky, 1963).For coastal applications with high horizontal resolution, AH is often set tosmall constant values [e.g., for �x = 0:5 km, AH = 2m2s�1 (Allen et al.,1995)]; whereas for coarser horizontal resolution, AH can have magnitudes ofthe order of 10 to 100 m2s�1.For di�erent applications the vertical eddy viscosity AV must be suitablyde�ned in order to adequately model factors such as the frictional e�ectsof the wind on the ocean surface, and the frictional drag associated withow over the ocean oor. Many applications assume that AV is constant



138 4. Ocean Modelling and Predictionin space and time [e.g., in most coarse global models, with AV ' 2 � 10�3m2s�1 (Toggweiler et al., 1989; England, 1993)]. Others assume that AV doesnot change with time but varies over the water column according to someprede�ned shape function (e.g., Lentz, 1995), while still others parameteriseAV as a function of the stability of the water column (e.g., Pacanowski andPhilander, 1991; Mellor and Yamada, 1982). This aspect of ocean modellingremains uncertain since modellers are trying to capture the e�ects of processesthat occur on scales of the order of centimetres to metres using vertical gridsthat have scales of the order of 10{1000m.Viscosity processes in the horizontal occur on scales of 10's to 100's of kilo-metres, such as mixing by eddies, whereas in the vertical, they are dominatedby vertical shear instabilities, convective overturning and breaking internalwaves over rough bathymetry. This accounts for viscosity coe�cient valueswith AH � 106AV . This is to ensure numerical stability, and given that modelsimulations are relatively insensitive to this parameter, few other approacheshave been tested. An exception is the argument by Holloway (1992) that theocean, in the absence of momentum input from the wind, would spin downnot to a state of rest but to a state of higher system entrophy. This is becauseeddies interacting with bottom topography can exert a large-scale systematicforce on the mean ocean circulation. Under this so-called \topographic stress"parameterisation, the horizontal viscosity terms of (4.8){(4.9) are rewrittenwith (u; v) replaced by (u�u�; v�v�), where (u�; v�) represent the maximumentropy solution velocities (see Holloway, 1992; Eby and Holloway, 1994 forfurther details).The mixing of scalars (such as T , S, and chemical tracers) has receivedmuch attention in recent years. The traditional formulation for subgrid-scaletracer mixing adopted by Bryan (1969) and Cox (1984) was of the formDt = @@x �KH @T@x�+ @@y �KH @T@y �+ @@z �KV @T@z � (4.11)with a similar equation for salinity. Here, KH ;KV are the eddy di�usivitiesin the horizontal/vertical directions. Normally KH ;KV are taken to be ei-ther constant or some simple depth-dependent pro�le (e.g., Bryan and Lewis,1979). Like the viscosity coe�cients, KH and KV are typically chosen to en-sure numerical stability with KH � 1�107 m2s�1 and KV � 0:2�1:0�10�4m2s�1. In the real ocean, however, mesoscale eddies are known to di�usescalars more e�ciently along surfaces of constant potential density. The workinvolved in mixing tracers across density surfaces is order 106�107 more thanthat required to stir along density surfaces. Thus, high horizontal eddy di�u-sivities will be unrealistic in regions of steeply sloping density surfaces. Eng-land (1993), Hirst and Cai (1994) and others have demonstrated the problemsof using strictly Cartesian mixing coe�cients in regions such as the South-ern Ocean. Model artifacts include unrealistic water-mass blending, spuriousvertical velocities and excessive poleward heat transport across the ACC.



4.3 Anatomy of Ocean Models 139A solution to the problem of tracer mixing in ocean models was �rst pro-posed by Redi (1982) and implemented by Cox (1987), wherein the eddydi�usivity tensor KH;V was oriented along density surfaces rather than ina Cartesian system. However, to ensure numerical stability, this so-called\isopycnal mixing" scheme originally required a background horizontal dif-fusivity, meaning that whilst it simulated increased isopycnal mixing, it alsomaintained some spurious horizontal di�usion. Theoretical developments inmore recent studies have identi�ed solutions to this problem. One solutionis to construct a model grid that orients its surfaces along isopycnals ratherthan along a Cartesian coordinate system (e.g., Bleck et al., 1992). Such mod-els have now been con�gured over global domains and have quite successfullycaptured the ocean's thermohaline circulation and climate processes (e.g.,Bleck et al., 1997; Sun, 1997).Mesoscale eddies a�ect tracers not only by increasing mixing rates alongdensity surfaces, but also by inducing a larger-scale transport rather like anadiabatic advection term (e.g., Rhines, 1982; Gent and McWilliams, 1990;McDougall, 1991). Gent and McWilliams (1990) and later Gent et al. (1995)proposed a parameterization for this process wherein the large-scale den-sity �eld is used to estimate the magnitude of the eddy-induced advection,(u�; v�), namely:u� = @@z �Ke @�=@x@�=@z� (4.12)v� = @@z �Ke @�=@y@�=@z� (4.13)and since the eddy-induced advection �eld is non-divergent (Gent et al.,1995), w� can be derived from the equation@u�@x + @v�@y + @w�@z = 0yieldingw� = @@x �Ke @�=@x@�=@z�+ @@y �Ke @�=@y@�=@z� (4.14)It turns out that the Gent et al. (1995) mixing scheme results in a positivede�nite sink, on the global mean, of available potential energy. This meansthat model runs of coarse resolution can be integrated with zero backgroundhorizontal di�usion and yet remain stable, as the Gent et al. (1995) advectionterms act as a viscosity or dissipative term on the model scalar properties.Successful simulations with zero KH have been achieved with minimal nu-merical problems (see Hirst and McDougall, 1996; England and Hirst, 1997).



140 4. Ocean Modelling and PredictionRecent estimates of vertical di�usion rates show very low values (�0:1 cm2s�1) in the upper ocean, elevated values near regions of rough bot-tom bathymetry (up to 10 cm2s�1) and much weaker values in the oceaninterior over regions of smooth bottom bathymetry such as abyssal plains(Ledwell et al., 1998; Polzin et al., 1997). Models have traditionally adoptedconstant or simple depth-dependent pro�les of KV . Unfortunately, key oceanmodel parameters such as the meridional overturn and poleward heat trans-port are controlled to a large extent by the magnitude of KV (e.g., Bryan,1987). Recent e�orts have been made to estimate KV as a function of bottombathymetry roughness and ocean depth in global ocean models (e.g., Hasumiand Suginohara, 1999). It turns out the meridional overturn and polewardheat transport in an ocean model can be vigorous with zero KV over theocean interior and only enhanced KV over rough terrain (e.g., Marotzke,1997). This gives increased con�dence in the capacity of ocean models torealistically capture the large-scale ocean circulation without fully resolvingsmaller-scale physical processes.In most applications of coastal and tropical ocean models, ow-dependentvertical mixing schemes are used to represent enhanced mixing in the fric-tional surface and bottom boundary layers. These schemes are typically de-pendent on the local Richardson number:Ri = N2(@�u=@z)2where N2 = g�0 @�@z is the buoyancy frequency, and �u the mean horizontalow speed. As such, Ri quanti�es the vertical stability of the water columnin relation to the velocity shear. Examples of Richardson number dependentschemes are described in detail by Mellor and Yamada (1982), Pacanowskiand Philander (1991) and Kantha and Clayson (1994) to name a few.It is now known that signi�cant vertical mixing occurs over rough bottombathymetry as barotropic tides agitate internal wave breaking (e.g., Toole etal., 1997). Future parameterizations ofKV should take account of global tidalow �elds and bathymetry roughness in order to incorporate these e�ects insome way.Another subgrid-scale oceanic process is vertical convection, wherein sur-face buoyancy loss (via cooling, evaporation, or sea-ice formation) leads tovertically unstable waters and overturn to depths up to 1000m or so. Ex-amples include Mode Waters (McCartney, 1977), 18�C water in the NorthAtlantic (Worthington, 1976), and Weddell Sea Bottom Water. Since con-vection is intimately tied to water-mass formation, representing it in oceanmodels is critical. Because the horizontal scale of convection is order kilome-tres, no greater than its vertical scale, non-hydrostatic processes are involved.Present parameterisations of vertical convection simply mix T �S and other



4.3 Anatomy of Ocean Models 141scalars completely over the unstable portion of the water column, remov-ing the vertically unstable layer outside any calculation of vertical motion.Model simulations of nonhydrostatic convection by Send and Marshall (1997)indicate that to �rst order this vertical mixing approach approximates the in-tegral e�ects of vertical convection on the simulated T�S �elds. The problemremains, however, that the horizontal extent of convection in coarse resolu-tion models is necessarily at least the dimension of a model grid box, whichcan be about 100{400km.4.3.4 Boundary Conditions and Surface ForcingOcean models have to be given explicit boundary conditions for motion andtemperature-salinity (see also Fig. 4.5). These include boundary conditions atthe air-sea interface, bottom boundary conditions (for momentum), as well aslateral boundary conditions for regional models. Side boundary conditions atland masses are the most simple, including no-slip non-normal ow, and zerouxes of heat and salt. In coarse models, bottom boundary layers normallyadopt some simple relationship to approximate the e�ects of frictional dragon the deep ocean ow (see, for example, Toggweiler et al., 1989).Surface forcing is a crucial aspect of boundary conditions in ocean models.Firstly for motion, modellers may choose between a \rigid-lid" approximationand a free surface condition. Under the rigid-lid approximation, the verticalvelocity w is zero at the sea surface, thereby excluding surface gravity wavesand allowing a longer model time step (Bryan, 1969). This means further thatthe total volume of the ocean remains constant and that freshwater uxesacross the air-sea interface must be represented as e�ective salt uxes. Othersurface pressure gradients, such as those due to large scale geostrophic ow,are allowed under a \rigid-lid" approximation, but not predicted directly. Thefree surface condition, on the other hand, carries sealevel height or pressure asa prognostic variable, thereby eliminating the need to predict the barotropicvelocity �eld [which becomes costly in a domain of high resulution (Dukowiczand Smith, 1994)]. Techniques have emerged to handle a free surface conditionwithout signi�cantly shortening the model time step; either by using manysmall steps in time for solving the free-surface during each single time-stepof the full 3D model (Killworth et al., 1991), or by solving the free-surfaceequations using an implicit method (Dukowicz and Smith, 1994). Bene�tsof adopting these approaches include improved computational e�ciency inhigh resolution domains, an ability to model ocean ow over unsmoothedtopography, and a natural prognostic variable for assimilation of satelliteheight data into ocean models (see, e.g., Stammer et al., 1996).Surface forcing �elds are required in ocean models for momentum, temper-ature and salinity [for an excellent review on these topics, see Barnier (1998)].Surface pressure and barotropic motion will adjust freely to the model simu-lated T � S and 3D motion, so direct surface forcing �elds are not required.



142 4. Ocean Modelling and PredictionTidal forcing is also required when sub-diurnal scales of motion are impor-tant, such as for coastal ocean models or for ow in harbours and bays.Momentum input into the oceans is via mechanical wind forcing, normallyexpressed as a wind stress vector � , where� = �acD jU10 � UW ju10 (4.15)with �a the density of air, cD a turbulent exchange drag coe�cient, U10the wind speed at anenometer height, 10m above the ocean surface, UWthe ocean current speed at the sea surface, and u10 the wind velocity atanenometer height. This wind-stress is then converted into a forcing term inthe momentum equations (4.1){(4.2) via the expressionFu;v = @@z (�=�0) at z = 0 (4.16)Direct observations of wind stress over the ocean are relatively sparse,though a number of long-term global climatologies exist (e.g., Hellerman andRosenstein, 1983), as well as others derived from more recent remote sensingtechnologies (e.g., Bentamy et al., 1997). Another technique for model windforcing is to adopt output from numerical weather prediction models (NWPs);normally these products are derived from a combination of observations andforecasts via data assimilation (e.g., Kalnay et al., 1996; Gibson et al., 1997).The advantage of NWP products is that they have global high density cov-erage, use available observations, and are dynamically consistent. They are,in addition, provided in real time which facilitates ocean hindcasting.Surface forcing conditions for temperature (T ){salinity (S) in ocean mod-els can be formulated in a number of ways. The equations are [refer to (4.5)and (4.6)]:FT = Qnet�z1�0cp (4.17)FS = S0�z1 (E � P �R) (4.18)where Qnet is the net heat ux into the surface layer (W m�2), �z1 is theupper model level thickness, �0 density of seawater, cp the speci�c heat ofseawater, S0 mean ocean salinity, E evaporation rate, P precipitation rate,and R river run-o� rate (E, P and R are all in m s�1). The value S0 isrequired to convert the net freshwater ux into an equivalent salt ux inrigid-lid models [see Barnier (1998) for further details]. So, in formulatingheat and salt uxes, ocean modellers require some knowledge of Qnet, E, Pand R. Qnet is comprised of several components;Qnet = QSW �QLW �QLA �QSENS �QPEN (4.19)



4.3 Anatomy of Ocean Models 143where QSW is the net shortwave radiation entering the ocean, QLW is the netlongwave radiation emitted at the air-sea interface, QLA is the latent heatux, QSENS is the sensible heat ux, and QPEN the penetrative heat uxfrom the base of model level 1 into model level 2.The QPEN term can generally be neglected except when shallow surfacelayers are adopted (e.g., Godfrey and Schiller, 1997). Bulk formulae can beused to estimate the heat ux components of (4.19) (e.g., Barnier, 1998),in particular, QSW depends on latitude, time of year, cloud cover and sur-face albedo; QLW depends primarily on ocean surface temperature, QLA andQSENS depend on surface wind speed, humidity (for QLA), and air-sea tem-perature di�erence. Satellite and in situ observations of these variables canbe used to construct bulk estimates of heat and freshwater uxes across theair-sea interface.Unfortunately many of these quantities are only sparsely observed overthe ocean, and in addition they are characterised by high-frequency variabil-ity, making it extremely di�cult to construct long-term climatologies. Also,variables such as precipitation and evaporation are not easily quanti�ed usingsatellite technologies. Nevertheless, a number of global heat and freshwaterux climatologies exist (e.g., Esbenson and Kushnir, 1981; Josey et al., 1999;Baumgartner and Reichel, 1975). Unfortunately, direct forcing with theseuxes can lead to signi�cant model errors (e.g., Moore and Reason, 1993), assmall errors in uxes can accumulate into large errors in model T �S over asu�cient period of integration time. Because of this, large-scale ocean mod-ellers have commonly adopted grossly simpli�ed formulations of thermohalineforcing, for example, restoration to observed surface T and S:FT = T (Tobs � Tmodel) (4.20)FS = S (Sobs � Smodel) (4.21)where T , S are time-constants determining how long heat/salinity anoma-lies persist before they are damped by air-sea forcing, (Tobs; Sobs) are theobserved climatological T �S, and (Tmodel, Smodel) the model surface T �S.Haney (1971) justi�ed this style of formulation for temperature so long asTobs is replaced by TEFF, where TEFF is the temperature the ocean wouldobtain if there were no heat transported by it. Various techniques exist toestimate the distribution of TEFF (e.g., Rahmstorf and Willebrand, 1995; Caiand Godfrey, 1995). There is, however, no such justi�cation for salinity, assalinity at the sea-surface has no signi�cant role in controlling air-sea fresh-water uxes. This lead many modellers to use so-called \mixed boundaryconditions", (e.g., Bryan, 1987; Weaver et al., 1991), wherein a model run isintegrated with restoring salinity conditions, diagnosed for the e�ective saltux distribution, and re-run with this ux condition on S; thereby allowingthe model to exhibit variability in S independent of the surface forcing �elds.More recently, the Haney (1971) heat ux formulation has been extended to



144 4. Ocean Modelling and Predictioninclude simple parameterizations for the atmospheric dispersion of ocean heatanomalies (Rahmstorf and Willebrand, 1995; Power and Kleeman, 1994), toallow, for example, the simulation of oceanic variability otherwise suppressedby a boundary condition of the form in (4.20).Data sets for surface thermohaline forcing include ux climatologies (referto citations above and Woodru� et al., 1987, DaSilva et al., 1994), re-analysesof NWP simulations (e.g., Barnier et al., 1995; B�eranger et al., 1999; Garnieret al., 2000) and satellite derived data products (e.g., Darnell et al., 1996).However, in practical terms, any direct ux forcing technique can lead tosubstantial errors in simulated T � S because of possible model bias anderrors in the ux �elds themselves. For example, an error in heat ux assmall as 1 W m�2 (which is at least an order of magnitude less than thetypical error associated with heat ux climatologies) would result in an errorin upper level T of 7:5�C after 50 years of run time (assuming a surface levelof thickness 50m). To address this problem, it is becoming common practicefor modellers to adopt surface thermohaline forcing of the formFT = Qnet�z1�0cp +QCORRand FS = S0�z1 (E � P �R) + SCORR (4.22)with QCORR = T (Tobs � Tmodel)SCORR = S (Sobs � Smodel)corresponding to the Newtonian restoring terms described earlier in (4.20) {(4.21).Typically, these heat ux and salt ux correction terms adopt time-scalevalues for T , S that give weak restoring towards observed T � S, therebyenabling thermohaline variability (see also Wood et al., 1999).Lateral boundary conditions in regional ocean models represent a majorarea of uncertainty in ocean modelling. In order to resolve oceanic featureswith scales of the order of kilometres to 10's of kilometres, high horizon-tal resolution is required. However, limited computational resources meanthat global coverage at such resolution is not feasible. Therefore either re-gional models have to be nested inside global models, where the global modelprovides boundary conditions for the regional model, or open boundary con-ditions must be incorporated into the regional model. Open boundary con-ditions generally assume limited physics at the boundary. There are severaldetailed studies on open boundary conditions (e.g., Orlanski, 1976; Chapman,1985; Palma and Matano, 1997), where most attempt to represent the advec-tion or propogation of modelled disturbances into or out of the domain. These



4.4 Some Commonly Used Ocean Models 145conditions are referred to as passive conditions since they are designed to haveminimal impact on the model solution. Often sponge layers (Chapman, 1985),which are designed to slow model disturbances down near open boundaries,are employed in order to further reduce any unwanted reection. For caseswhere a typical state at the boundary is known or assumed, e.g. tidal ows,non-passive boundary conditions are often used, where a relaxation term isadded to the passive conditions mentioned above (e.g., Flather, 1976; Blum-berg and Kantha, 1985). Many applications relax temperature and salinityto their climatological values (e.g., Stevens, 1991; Gibbs et al., 1997; Oke andMiddleton, 2001), with velocities being relaxed to their geostrophic boundaryvalues that match the T �S climatology at the boundary. Barotropic bound-ary ows may be estimated using a Sverdrup relationship. The uncertaintyassociated with the choice of open boundary condition means that a sub-stantial amount of testing and model validation should be performed beforecon�dence is shown in a regional simulation.The above discussions of ocean model forcing are in the context of \ocean-only" model integrations. However, even when coupling to an atmosphericGCM, some integration of an ocean-only model is required prior to coupling.In that case, a number of spin-up strategies are possible (as discussed byMoore and Reason, 1993). This is detailed further in Chap. 2.4.4 Some Commonly Used Ocean ModelsThere are a vast number of ocean models used around the world today. Someof these models are designed for a very speci�c use, limited to a certain geo-graphic region and only resolving the dominant components of the equationsof motion. Other more generalised models have been con�gured to be op-erational over a range of space and time-scales with a variable geographicdomain. Such models are becoming widely used with literally hundreds ofapplications across many institutions. A limited set of such ocean models aredescribed here.4.4.1 The GFDL Modular Ocean ModelThe GFDL Modular Ocean Model (MOM) is the most widely used oceanmodel in large-scale coupled climate simulations. It is a �nite di�erence reali-sation of the primitive equations governing ocean circulation. These equationsare formulated in spherical coordinates. An identifying feature of the GFDLmodel is that it is con�gured with its vertical coordinate as level geopoten-tial surfaces (i.e., so-called z-level). The MOM grid system is a rectangularArakawa staggered B grid. Further model details can be found in Pacanowski(1995) and Bryan (1969). Applications range from global at coarse and eddy-resolving resolution, down to regional and idealised process-oriented mod-



146 4. Ocean Modelling and Predictionels. A full bibliography of MOM-related papers appears in an appendix inPacanowski (1995).As an example, Figure 4.8 shows the upper ocean circulation in the SouthPaci�c Ocean from such a model (from England and Gar�con, 1994). Thismodel has resolution and geometry typical of state-of-the-art coupled ocean-atmosphere models used to study climate variability and anthropogenic cli-mate change. The resolution is coarse (1.8 degrees in longitude and 1.6 de-grees in latitude) so the eddy �eld is not resolved explicitly. There are 33unequally spaced vertical levels with bottom topography and global conti-nental outlines as realistic as possible for the given grid-box resolution. Themodel is driven by Hellerman and Rosenstein (1983) winds. The model tem-perature and salinity are relaxed to the climatological annual mean �elds ofLevitus (1982) at the surface. The �gure shows vectors of ocean currents sim-ulated at 70m depth, with topography shallower than 3000m depth shaded.Apparent is the bathymetric steering of the Antarctic Circumpolar Current(ACC), even in the upper ocean well above the main topographic features inthe region.
20 cm/sec

Fig. 4.8. Upper ocean circulation in the South Paci�c Ocean, from England andGar�con (1994). Topography features shallower than 3000 m are shaded.The tendency for ow in the ACC to be along constant depth contoursis not di�cult to understand. The reason for this is that the ow is mostlybarotropic so that the potential vorticityQ = � + fh+ �



4.4 Some Commonly Used Ocean Models 147will be conserved, where � is the relative vorticity, f the Coriolis parameter orplanetary vorticity, h the ocean depth and � is the relative sealevel elevation.At the latitude of the ACC, apart from mesoscale eddies, the large-scale owis such that its relative vorticity � << f . In addition, sealevel variationsare of the order of ' 1 � 2 metres compared with an ocean depth of h '2000 � 4000 metres. So the conservation of potential vorticity implies thatf=h ' constant. With the ACC ow being primarily west to east we can takef as approximately constant, so a uid column tends to have the same valueof depth h and is thus steered along isobaths.4.4.2 The Princeton Ocean ModelThe Princeton Ocean Model (POM) adopts curvilinear orthogonal coordi-nates and a vertical sigma-coordinate to facilitate simulations of coastal zoneows (Mellor, 1998). The horizontal time-di�erencing is explicit whereas thevertical di�erencing is implicit, allowing a �ne vertical resolution in the sur-face and bottom layers. This is important in coastal ocean models as thenear-shore ocean can be a region of substantial surface and bottom bound-ary gradients. POM can be integrated with a free-surface and using splittime-stepping (as in MOM). Another positive feature of the POM is theembedded turbulence sub-model (Mellor and Yamada, 1982), which is de-signed to provide realistic, ow-dependent vertical boundary layer mixing.This sub-model, along with the terrain-following sigma-coordinates, allowsthe modeller to resolve bottom boundary layer ows that are often associ-ated with coastal upwelling, a feature that z-level models cannot adequatelyrepresent. Applications of the POM range from coastal (Mellor, 1986) throughto regional (Middleton and Cirano, 1999) and basin-scale studies (Ezer andMellor, 1997).An example of the POM con�gured with idealised continental shelf andslope topography, and forced with constant (0.1Pa) upwelling favourablewinds is shown in Fig. 4.9 (taken from Oke and Middleton, 1998). This �gureshows the evolution of a cross-shelf slice of temperature, alongshelf velocityand cross-shelf streamfunction over a 15-day period. This sequence shows theinitial response to the wind in the streamfunction �eld, where an upwellingcirculation is generated. By Day 5 a coastal jet has formed in the directionof the wind and isotherms have been upwelled to the surface. By Day 10 theupwelling is concentrated in the bottom boundary layer, as indicated by theconcentration of the cross-shelf streamlines over the topography, and the up-welling front has been advected o�-shore. This type of idealised con�gurationmodelling has given oceanographers great insight into the overall dynamicsof coastal upwelling (e.g., Allen et al., 1995), as it may enable the upwellingdynamics to be isolated from more complicated continental shelf processes,such as the e�ects of topographic variations.
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4.4 Some Commonly Used Ocean Models 1494.4.3 The Miami Isopycnic Coordinate Model (MICOM)MICOM is a primitive equation \isopycnic" ocean model that uses equationsthat have a coordinate of potential density in the vertical direction (Fig. 4.7c)instead of the traditional vertical coordinate of depth. That is, whereas z-leveland sigma coordinate models predict the density at a �xed depth, MICOMpredicts the depths at which certain density values are encountered. Thus,the traditional roles of water density and height as dependent and indepen-dent variables are reversed. The surface mixed layer (with di�erent isopycnalvalues) sits over the subsurface isopycnic domain. The horizontal coordinatesystem is the Arakawa C grid. The model accommodates a user speci�ed,horizontal geographic zone. Further model details can be found in Bleck etal. (1992). Recently, MICOM has been con�gured for global ocean simula-tions (Bleck et al., 1997). A map of the simulated surface ocean currents froma 2-degree by 2 cos(�)-degree global MICOM simulation (Sun, 1997) is shownin Fig. 4.10.
MICOM global ocean model surface currents

60E 120E 60W120W180Fig. 4.10. Simulated surface ocean currents from a 2-degree by 2 cos(�)-degreeglobal MICOM simulation (after Sun, 1997).4.4.4 The DieCast ModelThe \DieCast" model is a z-level model like the GFDL MOM, only with dif-ferent numerical and horizontal grid schemes. The DieCast model combinesaspects of the Arakawa A and C grids. DieCast uses fourth order interpola-tions to transfer data between the A and C grid locations in order to combine



150 4. Ocean Modelling and Predictionthe best features of the two grids. This procedure eliminates the A-grid \nullspace" problems and reduces or eliminates the numerical dispersion caused byCoriolis term integration on the C grid. The modi�ed A grid model includesa fourth order approximation for the baroclinic pressure gradient associatedwith the important quasi-geostrophic thermal wind. Further discussion ofthe DieCast grid system is given by Dietrich (1997). The model geometryis in most ways identical to the GFDL MOM. The key di�erence betweenDieCast and the GFDL MOM is that DieCast defaults to higher order nu-merical schemes and incorporates a merged Arakawa A and C grid system,as described above.4.5 Ocean Model Applications4.5.1 A Global Coarse Resolution ModelPerhaps the most widely applied global coarse resolution model over the pasttwo decades has been that con�gured initially by Bryan and Lewis (1979)based on the GFDL Bryan-Cox primitive equation numerical model (Bryan,1969; Cox, 1984). The Bryan and Lewis (1979) simulation has been used ina wide-ranging series of coupled climate models (e.g., Manabe and Stou�er,1988, 1993, 1996), ocean-only models used to understand water-mass for-mation processes (e.g., England, 1992; England et al., 1993; Toggweiler andSamuels, 1992, 1995) and in models of the oceanic carbon cycle (Sarmientoet al., 1998). It has also undergone extensive assessment using geochemicaltracers such as radiocarbon (Toggweiler et al., 1989) and chlorouorocarbons(England et al., 1994; England and Hirst, 1997).A particular example of the utility of the coarse resolution model of Bryanand Lewis (1979) is exempli�ed in the England et al. (1993) assessment ofthe formation mechanism for mode and intermediate waters in the South-ern Ocean. Realistic representation of the low-salinity tongue of AntarcticIntermediate Water (AAIW) was achieved by England (1993). He found thatthe AAIW tongue can quite successfully be simulated provided appropriateattention is taken to observed wintertime salinities near Antarctica, and solong as an isopycnal mixing scheme is incorporated into the model. A diagramshowing the observed and modelled salinity is included in Fig. 4.11.England et al. (1993) found that AAIW is not generated by direct sub-duction of surface water near the polar front as had been the traditionalbelief (e.g., Sverdrup et al., 1942). Instead, the renewal process is concen-trated in certain locations, particularly in the southeast Paci�c Ocean o�southern Chile (see Fig. 4.12). The outow of the East Australian Currentprogressively cools (by heat loss to the atmosphere and assimilation of po-lar water, carried north by the surface Ekman drift) and freshens (due tothe northward Ekman transport of low salinity Subantarctic Surface Waters)during its slow movement across the South Paci�c towards the coast of Chile.



4.5 Ocean Model Applications 151

Fig. 4.11. Observed and modelled salinity in the depth-latitude zonal mean. Ob-servations from Levitus (1982), model simulation is that of England et al. (1993).This results in progressively cooler, denser, and fresher surface water, leadingto deeper convective mixed layers towards the east. O� Chile, advection ofwarmer subsurface water from the north (at 100{900m depth) enables moreconvective overturn, resulting in very deep mixed layers from which AAIW isfed into the South Paci�c (via the subtropical gyre) and also into the Malv-inas Current (via the Drake Passage). This formation mechanism for AAIWwas �rst proposed by McCartney (1977) based on observations; although adetailed dynamical framework was not clear until the England et al. (1993)study.
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[p]Fig. 4.12. (a) Observed annual-mean salinity at 1000m depth redrafted fromLevitus (1982); (b){(e) Simulated properties in the England et al. (1993) oceanmodel: (b) salinity near 1000m depth; (c) net surface heat ux (Wm�2) into theocean; (d) maximum depth (m) of convective overturn; and (e) horizontal velocitynear 1000m depth.



4.5 Ocean Model Applications 1534.5.2 Global Eddy-permitting SimulationsThe �rst global domain eddy-permitting ocean model was integrated by Semt-ner and Chervin (1992). Presently, several groups are moving in this direc-tion, although the huge computational cost of an eddy-permitting globalmodel limits applications to multi-decadal runs. Two prominent examplesof global eddy-permitting models include the Ocean Circulation and ClimateAdvanced Modelling Project (OCCAM) (de Cuevas et al., 1998) and theParallel Ocean Climate Model (Stammer et al., 1996; Tokmakian, 1996).The OCCAM project has developed two high resolution (1/4 and 1/8 de-gree) models of the World Ocean { including the Arctic Ocean and marginalseas such as the Mediterranean. Vertical resolution has 36 depth levels, rang-ing from 20m near the surface, down to 255m at 5500m depth. OCCAM isbased on the GFDL MOM version of the Bryan-Cox-Semtner ocean model butincludes a free surface and improved advection schemes. A regular longitude-latitude grid is used for the Paci�c, Indian and South Atlantic Oceans. Arotated grid is used for the Arctic and North Atlantic Oceans to avoid theconvergence of meridians near the poles. The model was started from theLevitus annual mean T �S �elds. The surface forcing uses ECMWF monthlymean winds and a relaxation to the Levitus seasonal surface T � S climatol-ogy. This initial model run was integrated for 12 model years. The OCCAMmodel has been run with high resolution forcing using the six-hourly ECMWFre-analysis data from 1992 onwards. The OCCAM simulation in the region ofthe Agulhas Retroection is shown in Fig. 4.13. Agulhas eddies are spawnedsouth of Africa, transporting heat and salt from the Indian Ocean into theAtlantic, contributing to the global transport of properties between oceanbasins. This has been linked with the global thermohaline transport of NorthAtlantic Deep Water (NADW) (Gordon, 1986). Coarse resolution ocean mod-els cannot explicitly resolve oceanic eddies, and so they do not include theheat and salt uxes associated with Agulhas rings.The Parallel Ocean Climate Model (POCM) has nominal lateral resolu-tion of 1/4� (Stammer et al., 1996; Tokmakian, 1996). The POCM domainis nearly global running from 75�S to 65�N. The actual grid is a Mercatorgrid of size 0.4� in longitude yielding a square grid everywhere between theEquator and 75� latitude (Stammer et al., 1996). The resulting average gridsize is 1/4� in latitude. Model bathymetry was derived by a grid cell averageof actual ocean depths over a resolution of 1/12�. Unlike most coarse models,the �ne resolution model includes a free surface (after Killworth et al., 1991)that treats the sea level pressure as a prognostic variable.The POCM is integrated for the period 1987 through to June 1998 us-ing ECMWF derived daily wind stress �elds, climatological monthly meanECMWF sea surface heat uxes produced by Barnier et al. (1995), and someadditional T , S surface restoring terms. The surface restoring of T and Sadopts the Levitus et al. (1994) monthly climatology with a 30-day relax-ation time scale. Subsurface to 2000m depth T �S are also restored towards
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Fig. 4.13. OCCAM simulation of sea surface salinity in the region of the AgulhasCurrent and leakage into the Indian Ocean (from Semtner, 1995).Levitus (1982) along arti�cial model boundaries north of 58�N and south of68�S to approximate the exchange of water properties with those regions notincluded in the model domain.An example of the POCM simulation is shown for the South Atlanticupper ocean in Fig. 4.14. Only velocity vectors at every third grid box aredrawn, with no spatial averaging, otherwise the current vectors are di�cultto visualise. The Brazil-Falkland conuence is close to the location describedfrom hydrographic and satellite observations. Also, the South Atlantic Cur-rent is simulated to the north of the ACC (and separate from it), unlikecoarser models which tend to simulate a broad ACC and no distinct SAC. Atthe tropics, the POCM resolves some of the meridional structure in zonal cur-rents observed (as discussed in Stramma and England, 1999). Eddy-resolvingsimulations capture much more spatial structure than their coarse resolutioncounterparts, including more realistic western boundary currents, frontal dy-namics, and internal oceanic variability.4.5.3 Regional Simulations in the North Atlantic OceanA large variety of simulations of the North Atlantic Ocean have been carriedout within the World Ocean Circulation Experiment (WOCE) Community
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Fig. 4.14. POCM simulation for the South Atlantic upper ocean near 100m depth(from Stramma and England, 1999). Only velocity vectors at every third grid boxare drawn.Modeling E�ort (CME) and more recently by other modelling groups. Anoverview of some of the CME North Atlantic models is given by B�oning etal. (1996), with particular reference to the sensitivity of deep-water formationand meridional overturning to a number of model parameters. It turns outthat surface thermohaline forcing (England, 1993), model resolution (B�oninget al., 1996), mixing parameterisation (B�oning et al., 1995), as well as theresolution of certain subsurface topographic features (Roberts and Wood,1997) all control model NADW formation rates.More recently, the Dynamics of North Atlantic Models (DYNAMO) studyintercompared a number of simulations in the region using models with di�er-ent vertical coordinate scheme; namely a model with horizontal z-levels, an-other with isopycnal layers and thirdly one that used a dimensionless sigma-coordinate (as per Fig. 4.7). The goal of the DYNAMO project was to developan improved simulation of the circulation in the North Atlantic Ocean, includ-ing its variability on synoptic and seasonal time-scales. The study included asystematic assessment of the ability of eddy-resolving models with di�erentvertical coordinates to reproduce the essential features of the hydrographicstructure and velocity �eld between 20�S and 70�N.



156 4. Ocean Modelling and PredictionFigure 4.15 shows the poleward heat transport in all three ocean modelscompared with observations. The northward heat transport in the z-level sim-ulation is markedly lower than the observations and the sigma and isopycnalcases south of 40�N. This is due to mixing in the outow region and spuriousupwelling of NADW at midlatitudes (DYNAMO, 1997). On the other hand,the isopycnal run simulates a more realistic heat transport pattern, althoughits low eddy kinetic energy is compensated by an enhanced deep NADW out-ow. Thus, examination of the integral measure of poleward heat transportaliases more subtle dynamical discrepencies in that model. The sigma modelalso captures a realistic heat transport pattern, although the formation sitefor NADW is not concentrated in the subpolar region (�gure not shown).Overall, the intercomparison of models in the DYNAMO project underscoresthe relative merits and shortcomings of di�erent vertical coordinates in thecontext of basin-scale modelling.

Fig. 4.15. Poleward heat transport in the DYNAMO experiments with z-level,isopycnal and sigma coordinate vertical schemes (from DYNAMO, 1997). Observa-tions are included from McDonald and Wunsch (1996).4.5.4 ENSO ModellingModelling the upper ocean dynamics in tropical waters is crucial for an im-proved understanding of the El-Ni~no/ Southern Oscillation (ENSO). ENSOocean models are ultimately coupled to atmospheric GCMs in order to pre-dict the climate impact of changes in tropical SST. Ocean models used in the



4.5 Ocean Model Applications 157context of ENSO simulations have ranged in complexity from shallow watermodels representing tropical upper ocean dynamics (e.g., Cane and Sarachik,1977; McCreary, 1976) and modi�ed shallow water models (e.g., Schopf andCane, 1983), through to three-dimensional general circulation models (e.g.,Philander and Pacanowski, 1980). A similar hierarchy of atmospheric mod-els also exists, from those employing simple damped shallow-water dynamics(e.g., Gill, 1980) through to full atmospheric GCMs. In turn, the coupledocean-atmosphere models used can range from simple models and intermedi-ate coupled models through to 3D coupled GCMs (for a review of the formersee Neelin et al., 1998).Ocean GCMs used to study ENSO dynamics are normally constructedwith enhanced horizontal resolution in the tropics, and enhanced verticalresolution in the upper 300{400 metres. This is done to optimise model per-formance in the equatorial zone without unduly increasing computationalcosts. Upper ocean vertical mixing schemes are also generally more sophis-ticated than those used in standard global GCMs. For a review of oceanand coupled GCMs used to study ENSO dynamics, the reader is referred toDelecluse et al. (1998).4.5.5 A Regional Model of the Southern OceanThe Fine Resolution Antarctic Model (FRAM) is a primitive equation numer-ical model of the Southern Ocean between latitudes 24�S and 79�S. The modelwas initialised with T = �2�C and S = 36.69 psu and relaxed to Levitus an-nual mean T �S over 6 years. Surface wind forcing is that of Hellerman andRosenstein (1983). Various strategies for gradual imposition of these uxesis adopted to minimise numerical instability in the model spin-up phase (fordetails see de Cuevas, 1992, 1993). Model mixing schemes include a mixtureof harmonic and biharmonic terms and a quadratic bottom friction stress.The total model run time is 16 years. The open boundary condition used inFRAM is a combination of a Sverdrup balance in the barotropic mode anda simple quasi-geostrophic balance and Orlanski radiation in the baroclinicterms (see Stevens, 1990, 1991 for further details).In the �nal seasonal cycle phase of the model run, the Antarctic Circum-polar Current transport through Drake Passage oscillates between 195 and200Sv (1 Sv = 1 � 106 m3s�1). This overly strong transport is a problemchronic to global-scale high resolution models. The main regions of eddy for-mation in the FRAM are in the Agulhas Current and along the path of theCircumpolar Current. The FRAM streamfunction simulated after the initialspin-up phase of the model run is illustrated in Fig. 4.16. Clearly apparent isthe resolution of the ACC and its associated frontal dynamics and meanders.In addition, a substantial amount of eddy kinetic energy (�gure not shown)is simulated in regions where the ACC encounters topographic features, suchas the Campbell and Kerguelen Plateaus.
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Fig. 4.16. Simulated barotropic streamfunction in the Fine Resolution AntarcticModel (FRAM) after the initial spin-up phase (from Webb et al., 1991).4.5.6 A Coastal Ocean Model o� Eastern AustraliaAn example of the POM con�gured for the EAC region is the NSW shelfmodel, which was developed at the UNSW Oceanography Laboratory (e.g.,Gibbs et al., 1997; Oke and Middleton, 2001). The model utilises a curvilin-ear orthogonal grid with horizontal resolution of 5{20km and extends alongthe entire coast of NSW. Observed surface and 250m temperature �elds arecombined with Levitus climatology to produce the initial density �eld whichis then used to determine the initial velocity �eld, via dynamic height calcu-lations. With a constant inow at the northern boundary and open boundaryconditions which are relaxed to climatology at the east and south, the modelhas proved to be very useful for investigating the role that the EAC plays innutrient enrichment of NSW coastal waters (e.g., Gibbs et al., 1997; Oke andMiddleton, 2001). An example of the surface temperature and velocity �eldsmodelled by the NSW shelf model for a period during January 1997 (fromOke and Middleton, 2001) is shown in Fig. 4.17. The modelled �elds, whichwere qualitatively similar to observed temperature �elds at the sea-surface



4.5 Ocean Model Applications 159and at a depth of 250m, indicate that over a period of about a week, theEAC intensi�ed over the continental shelf and extended southwards alongthe coast to the south of Sydney. A localised upwelling occurred immedi-ately to the south of Port Stephens (indicated by the cold water mass nearthe coast). Through an analysis of the model �elds it was hypothesised thatthe acceleration of the EAC over the narrow continental shelf near SmokyCape resulted in uplifting of colder water which ultimately reached the sur-face in the vicinity of Port Stephens. The January 1997 period correspondedto a time when an algal bloom formed o� Port Stephens. As a result of themodelling study it was suggested that topographically induced EAC-drivenupwelling plays an important role in the nutrient enrichment of New SouthWales coastal waters.
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o WFig. 4.17. Simulated surface temperature (left) and velocity (right) from the NSWshelf model, a con�guration of the POM, showing �elds for January 1997 (Oke andMiddleton, 2001).4.5.7 A Coastal Model of a River PlumeAn example of a version of the POM utilised for a process-oriented studyof the response of a river plume during upwelling favourable winds (Fongand Geyer, 2001) is outlined below. The model is con�gured for the north-ern hemisphere (f=10�4 s�1) with a rectangular basin and idealized moder-ately steep nearshore bathymetry, that is typical of many narrow continental



160 4. Ocean Modelling and Predictionshelves. Freshwater is discharged via a short river/estuary system at the coastin the upper left hand corner of the 95 km � 450 km domain (Fig. 4.18). In theregion of interest the resolution is less than 1 metre in the vertical, 1.5{3kmin the cross-shore direction and 3{6km in the alongshore direction. A mod-i�ed Mellor-Yamada turbulence sub-model is utilized (Mellor and Yamada,1982; NunuzVaz and Simpson, 1994) and a recursive Smolarkiewicz advectionscheme (Smolarkiewicz and Grabowski, 1990) is used to advect salt and tem-perature. A steady inow of 0.1m s�1 is imposed at the northern boundary tomodel the ambient continental shelf currents and a combination of clampedand radiative boundary conditions are employed at the o�shore and southernboundaries. The salinity was initially 32 psu throughout the domain and theriver plume is simulated by discharging freshwater (0 psu) from a point sourceat the coast at a constant rate of 1500m3s�1. The plume is established inthe absence of wind over a 1 month period (Fig. 4.18a), after which timeconstant 0.1Pa upwelling favourable winds are applied over a 3-day period.The simulations demonstrate that, in response to upwelling favourable winds,the surface-trapped river plume widens and thins, and is advected o�shoreby the cross-shore Ekman transport (Fig. 4.18b{d). The thinned plume issusceptible to signi�cant mixing due to the vertically sheared horizontal cur-rents. Fong and Geyer (2001) utilise this con�guration to investigate how theadvective processes change the shape of the plume and how these advectivemotions alter the mixing of the plume with the ambient coastal waters.4.6 Exploiting Ocean Observations4.6.1 Model AssessmentThe assessment of ocean models involves the comparison of a set of modelvariables or diagnostics with observations. Model assessment techniques rangefrom simple qualitative comparisons through to statistical signi�cance tests.It is convenient to look at large-scale and coastal models separately, as dif-ferent quantities and time-scales are involved in such assessments.Large-scale models. For large-scale models { those of an ocean basin-scaleor greater { much model assessment is focused on long-term climatologicalhydrographic properties, particularly T � S, as well as integrated transportquantities like the net ow in the ACC. This is particularly the case forcoarse resolution models, such as those incorporated into climate simulations.In such non-eddy-resolving models, ocean current speeds are slow and havenone of the high-frequency variability associated with eddies or tides in thereal ocean. Thus, direct comparison with observed current meter records isinappropriate. Instead, integrated transport measures, both in the horizontaland meridional plane, provide a more meaningful assessment of the model.Water-mass formation is also most often assessed indirectly in coarse mod-els; that is, by analysing model and observed T � S rather than the model
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30 cm/sFig. 4.18. Surface velocity and salinity for the evolution of a river plume duringupwelling favourable wind conditions. (a) after 1 month of buoyancy forcing withno wind; (b){(d) after 24, 48 and 72 hours of 0.1 Pa upwelling favourable winds.The scale for velocity is shown in panel (d) and the contour intervals are 1 psu forsalinity (adapted from Fong and Geyer, 2001).subduction/convection processes. This is partly because the processes thatare linked with water-mass formation, such as convection, mixing, and deepcurrents, are extremely di�cult to measure directly. In addition, such pro-cesses are subgrid-scale to a coarse resolution model, so assessment of them isbest achieved by analysing their parameterised e�ects on model T � S (e.g.,England, 1993; Hirst and Cai, 1994; Hirst and McDougall, 1996).Because temperature and salinity are prognostic variables in global oceanmodels and intrinsic in any de�nition of a water-mass, it is tempting to relysolely on them in the assessment of model water-mass formation. However,they provide only limited information on model water-mass formation rates,such as indicating the depth of rapid ventilation associated with surface mix-ing. Geochemical tracers, on the other hand, provide detailed informationon the pathways and rates of water-mass renewal beneath the surface mixedlayer, and therefore provide a stringent test of model behaviour. The main



162 4. Ocean Modelling and Predictiontracers that have been used in this context include tritium (Sarmiento, 1983),chlorouorocarbons (England et al., 1994; England, 1995), and natural andbomb-produced radiocarbon (Toggweiler et al., 1989).Assessment of large-scale eddy-resolving ocean models relies on quite dif-ferent data sets to those discussed above. These models capture some degreeof high-frequency variability, such as meanders in boundary currents as wellas mesoscale eddy activity. They are also only run over interannual to decadaltime-scales, so they do not simulate the long-term climatological water-massproperties of the ocean interior. A more stringent test of model behaviourin this situation is to compare properties such as the global eddy kineticenergy density or meridional uxes of heat/freshwater. Figure 4.19 shows acomparison of the surface-height variability observed by satellite with thatsimulated in a 1/6� model (Maltrud et al., 1998). The model and observededdy kinetic energy are in overall agreement, with high eddy activity wherethe ACC interacts with topography and in western boundary currents.

Fig. 4.19. Comparison between the surface-height variability (a) observed (Wun-sch, 1996) with that (b) simulated in a 1/6� model (that of Maltrud et al., 1998)(from IPCC, 1995).



4.6 Exploiting Ocean Observations 163Regional and coastal ocean models. Many observational studies focus on con-tinental shelves and coastal regions since this is where most recreational andcommercial marine activities are focussed. Such studies typically involve spa-tially and temporally intense measurements of speci�c oceanic regions. As aresult the validation of regional coastal ocean models is feasible for periodswhen observations are available. Typical observations of the coastal oceanfor any given experiment include in situ measurements of currents and T �Sfrom an array of moored instruments at �xed locations or from shipboardsurveys. Additionally, remotely sensed sea surface temperatures are oftenavailable. Together these data provide an incomplete picture of the coastalcirculation which can be compared and contrasted with output from oceanmodels in order to either validate the model, or gain insight into the dom-inant dynamical processes that determine the circulation of the particularregion. An example of a cross-section of temperature, salinity and potentialdensity o� Newport, Oregon observed during the OSU NOPP summer �eldseason of 1999 is shown in Fig. 4.20 (Austin and Barth, 2001).These sections show the isohals and isopycnals outcropping near the coastand a subsurface temperature maximum (e.g., the 9� isotherm) being sub-ducted under the shallow surface mixed layer. The mechanism by which thissubsurface temperature maximum is formed is unclear. Model analysis needsto be undertaken to determine the dynamical balances operating in the re-gion.Model validations usually involve a comparison between point source mea-surements and model output either qualitatively, by identifying similaritiesand di�erences in modelled and observed features, or quantitatively throughstatistical comparisons in the time domain (e.g., means, variances, correla-tions, empirical orthogonal functions and so on) or in the frequency domain(e.g., coherence, phase, gain). For a given application the validation require-ments may be di�erent. For example, if the timing and magnitude of temper-ature uctuations are of interest in order to detect upwelling, then predictionof the mean temperature may be less important than the prediction of thevariance, and it would be important for the model to be well correlated withobservations. However, if coupling with the atmosphere is a concern, then themagnitude of the surface heat ux will depend on the mean surface temper-ature compared to the atmospheric temperature through the formulation ofthe sensible heat ux de�ned in (4.19).A relatively recently developed method for observing the coastal oceanenvironment is the use of land-based high frequency (HF) Coastal Ocean Dy-namics Application Radar (CODAR) arrays (e.g., Paduan and Rosen�eld,1996). CODAR measurements provide maps of near-surface ocean currentswith high spatial (� 1 km) and temporal (� 10minutes) resolution. The avail-ability of these measurements provides modellers with an ideal opportunityto test the validity of their models. An example of a model-data comparisonbetween an idealised con�guration of the POM with CODAR data on the
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4.6 Exploiting Ocean Observations 165Oregon continental shelf for the summer of 1998 is shown in Fig. 4.21 (fromOke et al., 2001). This �gure shows a comparison between the modelled andobserved mean surface currents (A and B), which indicates that the meanmodel �elds are similar in structure and magnitude to the observed means.A comparison is also shown between the dominant spatial modes, obtainedfrom an empirical orthogonal function (EOF) analysis of the modelled andobserved �elds (C{F). The spatial modes of an EOF analysis represent thestructures of the variance �elds. The percentage of the variance representedby each mode is shown in each panel indicating that 73% of the modelledvariance and 48% of the observed variance is represented by these two EOFs.The �rst mode represents the acceleration of the coastal jet in response toupwelling favourable winds. The second mode represents the ow associatedwith upwelling relaxation (Gan and Allen, 2001), where a northward counter-current is generated in response to the alongshore pressure gradients inducedby the wind. Although the details of the modelled and observed means andthe EOF modes di�er, it is clear that the model is capturing a substantialamount of the true variability of the ocean in this region.4.6.2 Inverse Methods and Data AssimilationData assimilation refers to the methods by which the inverse problem of theocean circulation can be addressed. The inverse problem for the ocean circu-lation is the problem of inferring the state of the ocean circulation througha quantitative combination of theory and observations (Wunsch, 1996). Con-sider the system of equations that approximately and incompletely describesthe ocean:D�=dt = F + f (4.23)with Initial Conditions: �i = I + i;Boundary Conditions: �b = B + b;Observations: �om = Dm + dmwhere � represents the model state space, which consists of every modelvariable (e.g., u, v, w, T , S) at every model grid location; F , I , B andD represent the model forcing, initial conditions, boundary conditions andobservations respectively; and f , i, b and d represent the errors in the modelforecast, initial conditions, boundary conditions and observations respectively(Bennett, 1992). The inverse problem is to combine this information to obtainthe most accurate and complete depiction of the ocean circulation that wecan, given the resources available.The forecast error f may be due to the approximations made by dis-cretising the governing equations, or due to missing physics, if for example



166 4. Ocean Modelling and Prediction
B

0.5 m/s50

100

150
20

0

44.3oN

44.5oN

44.7oN
YH

WLP

A

0.5 m/s

51%

C

44.3oN

44.5oN

44.7oN

124.6
oW

124.4
oW

124.2
oW

124
oW

22%

E

44.3oN

44.5oN

44.7oN

124.6
oW

124.4
oW

124.2
oW

124
oW

38%

D

124.6
oW

124.4
oW

124.2
oW

124
oW

10%

F
124.6

oW

124.4
oW

124.2
oW

124
oW

MODEL DATA

Fig. 4.21. Modelled (left) and observed (right) �elds of surface currents o� Oregonduring the summer of 1998 showing the means (A{B) and the dominant spatialmodes (C{F) calculated from an EOF analysis (Oke et al., 2001).the non-linear terms in the equations are neglected. The error in the initialconditions i is a consequence of the fact that we can not know the precisestate of the ocean at any moment in time. A model's initial condition willtypically be derived from climatological data, or from an interpolation fromsparse observations. The error in boundary conditions b may be due to theuncertainties in the applied wind or heat ux forcing; or in the case of re-gional models, due to the uncertainty in the lateral boundary conditions aswell.Finally, the observation error dm represents the system noise which isthe result of instrument error, measurement error and uncertainties in theobservability of a particular oceanic variable. In order to produce the best



4.6 Exploiting Ocean Observations 167possible depiction of the ocean circulation the method of least-squares isemployed, where one attempts to �nd the solution to the governing equations,given the initial conditions, boundary conditions and observations, that iswithin the given error bounds of each component.The simplest method for solving this inverse problem involve the applica-tion of sequential methods, namely optimal interpolation (e.g., Cohn et al.,1998) or the Kalman Filter (e.g., Miller, 1986). These methods attempt tooptimally combine the observations and the dynamics to produce an analysisof the ocean �a. The analysis is produced by combining the model's forecast�f and the observations dm using the so-called analysis equations:�a = �f +K(dm �H�f ) (4.24)with K = PfHT(HPfHT+R)whereK is the Gain matrix andH is an interpolation matrix that interpolatesthe model state onto the space of observations. The Gain matrix depends onthe forecast error covariance matrix Pf and the observation error covariancematrix R. For sequential methods f , i and b are considered together andlabelled the forecast error �f . The forecast and observation error covariancesare given byPf = h�f�fTiand R = h�o�oTirespectively, where h�i denotes a time average and �o is the observation error.For sequential methods an analysis of the model state is produced at eachassimilation cycle which will depend on the time scales of the problem thatis under investigation. In addition to the analysis equations presented above,the Kalman Filter also solves an equation for the time evolution of Pf . Theimplementation of the analysis equations involves the estimation of the fore-cast and observation error covariance matrices. In practise both �f and �o,and hence their covariances are unknown. The estimation of these covariancematrices involves assumptions about decorrelation length and time scales,and often about the homogeneity and isotropy of the model error �elds.These matrices must be estimated prior to assimilation and their validitytested through a series of objective statistical tests after each assimilation(Bennett, 1992).As an alternative to sequential methods, the generalized inverse method(e.g., Bennett et al., 1993; Errico, 1997) may be used. This approach involvesthe formulation of a quadratic penalty functional or cost function J :J =Wf Z Z f2dtdx+Wi Z i2dx+Wb Z b2dt+WdX dm2 (4.25)



168 4. Ocean Modelling and Predictionwhere Wf , Wi, Wb and Wd are positive weight functions for each compo-nent of the system described above. These weights are related to the above-mentioned forecast and observation error covariances and must also be chosenprior to assimilation. The cost function J is a single number for each depic-tion of �. The cost function must be minimized by identifying the smallestvalues for f , i, b and dm in the weighted least-squares sense. Once the globalminimum of J is obtained, the optimal solution to � is obtained. For a de-tailed discussion of the generalized inverse method and other methods fordata assimilation the interested reader is referred to Bennett (1992) or Wun-sch (1996).The development and implementation of practical data assimilation tech-niques is vital if operational forecasting of the ocean circulation is going tobecome a reality. The development and maturity of remote sensing and insitu observing systems, the advances in scienti�c knowledge of the global andregional ocean circulation, and the development of sophisticated ocean mod-els has made real-time observing and forecasting systems feasible. As out-lined above data assimilation enables available observations derived eitherremotely, from satellites or radar systems, or in situ, from moored instru-ments, drifters or shipboard surveys, to be combined with ocean models inorder to produce a complete depiction of the ocean circulation at time scalesof a few days and space scales of several tens of kilometres. The Global OceanData Assimilation Experiment (GODAE) is an experiment that is designedto demonstrate the practicality and feasibility of routine, real-time globalocean data assimilation and prediction (Smith and Lefebvre, 1998).All weather forecasting systems that are presently in operation utilise dataassimilation in some form, through either initialisation to an objective map ofthe atmospheric state or through more sophistocated assimilation techniques.Forecasting the ocean circulation presents all of the same di�culties andchallenges as weather forecasting, except that ocean observations are muchmore sparse compared to observations of the atmosphere. Consequently thedevelopment of reliable and practical data assimilation systems for oceanforecasting is more crucial since we must endeavor to take full advantage ofthe limited observations that are available.4.6.3 Applications of Data Assimilation to Coastal Ocean ModelsOne application of sub-optimal sequential data assimilation to a regional,primitive equation model of the Oregon continental shelf circulation is out-lined below. This application involved assimilation of surface velocity dataobtained from a land-based HF CODAR array during the summer of 1998(Oke et al., 2000). The surface information was projected over the entire wa-ter column in order to correct velocities and density at depth. In order todemonstrate how well the surface information was projected over depth thedepth-averaged velocity, in 80m of water, obtained from a moored acous-tic doppler pro�ler (ADP) is compared with the model hindcast with and



4.6 Exploiting Ocean Observations 169without assimilation (Fig. 4.22). The magnitude of the complex correlationbetween the observations and the model without assimilation is 0.42, andwith assimilation is 0.76, indicating that the assimilation improved the hind-cast by approximately 50%, demonstrating its potential for coastal oceanmodeling.4.6.4 Application of Data Assimilation to Large-scale ModelsAn example of a project that is endeavouring to develop a forecast systemfor the global oceans is the GODAE. This development is a very challeng-ing task, both from a scienti�c and technical perspective. Issues that mustbe overcome include development of advanced models; development of e�-cient and e�ective assimilation schemes; estimation of error statistics; datamanagement and quality control; and access to large computer facilities andcommunication systems. The main bene�ts of a global nowcast and forecastsystem include the availability of reliable initial conditions for coupled ocean-atmosphere models which are used for climate and seasonal forecasting; reli-able boundary conditions for high resolution regional ocean models; as wellas applications to marine safety, �sheries, o�shore industry and managementof continental shelf and coastal areas.4.6.5 Variational Data Assimilation, ExampleTable 4.1. Comparison of various solutions for the M2 and K1 surface elevation inthe Barents Sea: RMS errors (cm) (from Kurapov and Kivman, 1999).Model Resolution M2 RMS K1 RMS& Domain error (cm) error (cm)Gjevik et al. (1994) 25�25 km 7.4 2.6Non-linear, no assimilation Barents SeaKowalik and Proshutinsky (1995) 14�14 km 6.9 1.6Non-linear, no assimilation Arctic OceanKivman (1997) 1� � 1� 5.0 2.2GIM, �nite di�erence Arctic OceanKurapov and Kivman (1999) 1{52 km 3.6 1.2GIM, �nite element. Barents SeaThe generalised inverse of a high-resolution �nite element model of theBarents Sea, which is a part of the Arctic Ocean, based on the linearisedshallow water equations was developed by Kurapov and Kivman (1999).
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Fig. 4.22. (a) Alongshore wind stress from Newport, Oregon 1998; vector stickplots of depth-averaged velocities from (b) a moored ADP vo(at 80m depth), (c)model simulation with assimilation of surface velocity data va, and (d) model sim-ulation with no assimilation vm. Correlations: C(vo; vm) = 0:42; C(vo; va) = 0:76(from Oke et al., 2001).



4.7 Concluding Remarks 171This inverse model involved assimilation of tidal constituents from 47 coastaltide gauges. The resulting assimilation was validated by a comparison of theanalysed tidal elevations with independent tide gauges in the interior of thedomain and near the open boundaries. The results indicate that with a lowweight given to the open boundary conditions in the cost function, the gener-alised inverse is capable of reproducing tidal elevations of the dominant tidalconstituents with greater precision than other more complicated models withlarger domains that did not utilise data assimilation. These comparisons aresummarised in Table 4.1. While the linear model clearly has signi�cant errorsdue to the neglected physics, particularly in the shallow waters, these com-parisons demonstrate that its generalised inverse provides a very e�ective,dynamically based, interpolator for this region. This example demonstratesthe power of inverse methods for ocean modeling, particularly for hindcastingand nowcasting.4.7 Concluding RemarksOcean circulation models form an important component of oceanographicand climate research. Applications range from simulations of ow in baysand harbours through to coastal, regional, and global-scale models. In thischapter we reviewed the governing equations, model grid systems, boundaryconditions, and the parameterisation of subgrid-scale processes. We also gavespeci�c examples of a number of models, from large-scale climate relatedsimulations, to coastal experiments, river plume models and tidal ows. Theuse of observational data was also reviewed, from model assessment to dataassimilation and inverse model techniques. The future directions of oceanmodelling research are farreaching; they include re�nements of subgrid-scaleparameterisations, use of higher resolution models, development of improvednumerical schemes, applications of data assimilation towards predictive sys-tems, and coupled modelling with climate and biological modules.
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