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ABSTRACT

Sixty-day simulations of the subinertial continental shelf circulation off Oregon are performed for a hindcast
study of summer 1999. Model results are compared with in situ currents, high-frequency radar–derived surface
currents, and hydrographic measurements obtained from an array of moored instruments and field surveys. The
correlations between observed and modeled alongshore currents and temperatures in water depths of 50 m are
in excess of 0.8. A study designed to test the model’s sensitivity to different initial stratification, surface forcing,
domain size, and river forcing demonstrates that surface heating is important, and that the model results are
sensitive to initial stratification. An objective criterion for assessing the skill of a model simulation relative to
a control simulation is outlined, providing an objective means for identifying the best model simulation. The
model–data comparisons demonstrate that temperature fluctuations off Newport are primarily in response to
surface heating and that subsurface density fluctuations are controlled by the wind-forced circulation through
salinity. Experiments with river forcing indicate that, in the vicinity of Newport, the Columbia River plume is
typically greater than 15 km from the coast and is confined to the top few meters of the water column. Additionally,
the model–data comparisons suggest that the strongest upwelling occurs to the north of Newport where the
continental shelf is relatively narrow and uniform in the alongshore direction. Part II of this study investigates
the modeled three-dimensional circulation and dynamical balances.

1. Introduction

A numerical modeling study of the coastal ocean cir-
culation off Oregon during the 1999 upwelling season
is presented. The model results are compared with in
situ velocity, temperature and salinity measurements,
and high-frequency (HF) radar–derived surface currents
obtained during summer 1999 as a part of the Oregon
State University (OSU) National Oceanographic Part-
nership Program (NOPP) project.

The aims of this study are to assess the performance
of the model, to identify the dominant physical pro-
cesses, and to assess the model’s sensitivity to variations
in initial stratification, surface forcing, model domain
size, and river forcing. Processes that are of particular
interest in this study include the response to wind forc-
ing and the generation of the northward flow that is
commonly observed off Newport (44.658N) over the
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innershelf after strong upwelling events. The perfor-
mance of each experiment is objectively assessed by
calculating a skill score (e.g., Murphy 1992) relative to
a basic test case, based on the model’s mean-square error
(MSE) at the observation locations.

The outline of this paper is as follows. Details of the
observational program are presented in section 2, fol-
lowed by a description of the model configuration in
section 3, the numerical experiments in section 4, a
series of model–data comparisons in section 5, and a
summary in section 6. The details of the surface heat
flux formulation, river input, an analysis of the MSE,
and the details of the sensitivity study are presented in
appendices A, B, C, and D, respectively.

2. Observational program

The period of interest for this study is between 18
June 1999 and 17 August 1999. Time series of the ob-
served wind stress tS, where the alongshore direction
is taken to be 78N, and surface heat flux Q in the vicinity
of Newport are plotted in Fig. 1. Observations collected
during the 1999 OSU NOPP field season (denoted in
Fig. 1) include time series of across-shore velocity u,
alongshore velocity y, and temperature u, from an in-
shore (IS: water depth 50 m) and midshelf (MS: water
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FIG. 1. Observed wind stress tS from Newport (top) and surface heat flux Q from the MS mooring (bottom)
for summer 1999. The time of each MiniBAT and SeaSoar survey is denoted by a triangle and a thick line,
respectively, on the top of the upper panel.

FIG. 2. (a) Outline of the standard (dark) and extended (light) model domains; (b) the model topography
(contour interval 5 50 m; the 100 and 200 m isobaths are bold) for the standard domain showing the
mooring locations, MiniBAT sections, SeaSoar surveys, and CODAR locations; and (c) the standard model
grid.

depth 80 m) mooring (Figs. 2 and 3; Boyd et al. 2000).
Low-pass filtered measurements of u, y, and u from the
IS and MS moorings are compared with modeled var-
iables for the experiments described in section 4. A
meteorological station on a buoy adjacent to the MS
mooring provides measurements of air temperature, rel-
ative humidity, shortwave radiation, and wind speed,
enabling a time series of Q to be estimated (Fig. 1,
appendix A).

In addition to the moored observations, eight high-

resolution (Dx ø 1–2 km, Dz , 1 m) hydrographic
surveys of u and salinity S were made during the field
season (denoted in Fig. 1) using a Guildline MiniBAT
vehicle equipped with an SBE-25 conductivity–tem-
perature–depth (CTD) instrument (Austin et al. 2000).
These surveys were performed from the R/V Sacajawea
along the Newport Hydrographic line (44.658N) denoted
in Figs. 2 and 3, between the coast and the 100-m isobath
(ø30 km offshore). The MiniBAT u and S fields are
objectively analyzed for vertical bins that are separated
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FIG. 3. Schematic diagram of the mooring array (IS: Inshore; MS:
Mid-shelf ) and the grid onto which the MiniBAT u and S are objec-
tively analyzed.

vertically by 4 m onto the grid shown in Fig. 3 (Dx 5
2 km, Dz 5 4 m) using a horizontal decorrelation length
scale of 4 km after Austin et al. (2000).

Several large-scale hydrographic surveys were also
performed during the field season off the R/V Wecoma
using a profiling SeaSoar CTD (Barth et al. 2001). These
surveys provide maps of u and S with greater spatial
coverage (between the 50- and 300-m isobath; 44.1–
45.28N), but more limited temporal coverage (Fig. 1)
compared to the MiniBAT surveys. Time series of sur-
face currents for a region between approximately 44.28
and 45.18N, from the coast out to about the 200-m iso-
bath were also obtained from a land-based HF radar
system (CODAR; e.g., Kosro et al. 1997; Fig. 2).

The observational program outlined above provides
an excellent, yet necessarily incomplete picture of the
three-dimensional continental shelf circulation off
Oregon. By configuring a numerical model for the
above-mentioned period, a more detailed description of
the three-dimensional, time-varying circulation is ob-
tained, together with information concerning the dom-
inant dynamical balances. The fields and dynamical bal-
ances are analyzed in detail in Part II of this study (Oke
et al. 2002a).

3. Model configuration

For an in-depth description of the Princeton Ocean
Model (POM) that is utilized here the reader is referred
to Blumberg and Mellor (1987). The standard model
configuration is the same as that utilized by Oke et al.
(2002b) for a coastal data assimilation study of the up-
welling circulation off Oregon for summer 1998. The
standard model grid (Fig. 2) extends 220 km offshore
and 365 km in the alongshore direction. The extended
domain model (EDM; Fig. 2) extends 260 km offshore
and 575 km in the alongshore direction. For both model
grids the maximum horizontal grid resolution is 2 km
over the shelf in the vicinity of Newport, with decreased
resolution toward the offshore and alongshore bound-
aries. The grid is rectangular and the axes have been
rotated to 78N in order to better align with the coastline.
The horizontal velocity v has components (u, y) cor-

responding to the across-shore and alongshore velocities
[depth-averages denoted by V and (U, V)] in the (x, y)
directions, so that u is positive onshore and y is positive
toward the north. The vertical grid consists of 31 sigma-
levels, with 8 levels concentrated near the surface, and
4 near the bottom in order to resolve the respective
boundary layers.

The model topography (Fig. 2) is linearly interpolated
from a 1-km resolution dataset and smoothed to reduce
the effects of pressure gradient errors due to the sigma
coordinates. The minimum depth is 10 m. The maximum
depth is set to 1000 m in order to reduce the constraint
on the time steps that are 6 and 180 s for the barotropic
and baroclinic modes, respectively. The vertical and
horizontal viscosity (and diffusion) coefficients are
flow-dependent according to the level-2.5 turbulence
closure model of Mellor and Yamada (1982) and the
formulation of Smagorinsky (1963), respectively. The
horizontal diffusion coefficients are small (typically
,10 m2 s21) throughout each experiment considered in
this study.

The alongshore boundary conditions are periodic for
all variables. Consistent with this condition, an f -plane
approximation is used, with f 5 1.037 3 1024 s21. In
addition, an across-shore topographic section near the
southern extent of the domain is interpolated over 10
alongshore grid cells to match an across-shore section
near the northern extent of the domain, so that the to-
pography is periodic in the y direction. The use of pe-
riodic boundary conditions establishes a well-posed and
robust model, but is a limiting feature of this configu-
ration. The most limiting aspect of this configuration is
the model’s inability to represent net alongshore pres-
sure gradients that might result from large-scale, along-
shore density gradients for example. Additionally, pe-
riodic boundary conditions force the modeled flow at
the northern and southern extent of the domain to be
equal. Clearly this is inconsistent with conditions in the
real ocean. With these limitations noted, we find that
this configuration is capable of reproducing a substantial
fraction of the observed variance of the horizontal ve-
locity fields in the region of interest.

The offshore boundary conditions are zero gradient
for the tangential velocities and elevation h, a modified
radiation condition for the normal velocities (e.g., Chap-
man 1985), and an upstream advection condition for the
u and S. The horizontal diffusion coefficient is increased
smoothly over five grid cells adjacent to the offshore
boundary to a maximum of 1000 m2 s21 at the boundary
in order to damp out unwanted reflection. The along-
shore component of the applied wind stress tSy is cal-
culated from time-varying winds measured at Newport
and is assumed to be spatially uniform for most of the
experiments. To reduce the excitation of inertial oscil-
lations, the wind is low-pass filtered with a 40-h half-
amplitude filter. The applied surface heat flux Q is cal-
culated from meteorological observations as discussed
in section 2 and appendix A. The shortwave component,
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FIG. 4. (a) Temperature u, (b) salinity S, and (c) potential density su for the June climatology
(1961–71) off Newport at approximately 50 km offshore (u, S)C; 1973 average (u, S)73; 1973
average with the pycnocline raised by 20 m (u, S)731; the 1999 shelf average (calculated from
the SeaSoar CTD surveys) (u, S)99.

TABLE 1. Summary of experiments. Subscripts of (u, S) refer to
different initial hydrographic profiles (section 3); t Sy and t Sy(x) refer
to spatially uniform and spatially varying wind stress, respectively;
t Sx refers to across-shore wind stress; QIII and QObs refer to surface
heating with water type III and the observed water type, respectively;
River refers to idealized river forcing and EDM indicates that an
extended domain is utilized.

Expt
Initial

conditions Surface forcing
Additional

features

1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20

(u, S)73

(u, S)73

(u, S)73

(u, S)731

(u, S)731

(u, S)731

(u, S)99

(u, S)99

(u, S)99

(u, S)C

(u, S)C

(u, S)C

(u, S)731

(u, S)731

(u, S)731

(u, S)731

(u, S)731

(u, S)731

(u, S)731

(u, S)731

t Sy

t Sy, QIII

t Sy, QObs

t Sy

t Sy, QIII

t Sy, QObs

t Sy

t Sy, QIII

t Sy, QObs

t Sy

t Sy, QIII

t Sy, QObs

t Sy(x), QIII

t Sy(x), QObs

t Sy, t Sx, QObs

t Sy,QObs

t Sy,(x), QObs

t Sy

t Sy, QObs

t Sy, t Sx, QObs

—
—
—
—
—
—
—
—
—
—
—
—
—
—
—

River
River
EDM
EDM
EDM

Qsw, of the total Q is spatially uniform, while the con-
tributions from the net longwave, sensible, and latent
heat fluxes (Qlwnet, Qsen, and Qlat , respectively), vary in
space, depending on the difference between the ob-
served air temperature at the MS mooring location and
the modeled ocean surface temperature.

Numerical experiments are performed with four dif-
ferent hydrographic profiles (Fig. 4): the mean observed
profile during June between 1961 and 1971 at a station
approximately 50 km offshore of Newport (Smith et al.
2001) denoted as (u, S)C; the mean observed profile at

that offshore station during the 1973 coastal upwelling
experiment (CUE-II) denoted as (u, S)73; the profile (u,
S)73 with the pycnocline raised by 20 m denoted as (u,
S)731; and, for the upper 150 m of the water column,
the spatially averaged observed u and S at each depth
from the SeaSoar CTD surveys conducted during the
1999 observational program denoted as (u, S)99. The
initial fields of u and S are horizontally uniform and the
initial velocity fields are zero. The motivation for the
(u, S)731 profile is to reduce the bias in u that results
when initializing with (u, S)73 and to raise the depth of
the initial pycnocline to be in better agreement with
offshore profiles from the SeaSoar CTD surveys.

For each experiment the model fields are spun up over
10 days with 5 days of constant 0.1 Pa, upwelling fa-
vorable winds followed by 5 days of no wind. This
spinup allows the pycnocline to be upwelled to the sur-
face and then relax to a quasi-equilibrium position. The
fields of y after the spin up period are characterized by
a baroclinic southward coastal jet with maximum cur-
rent magnitudes of approximately 0.4 m s21 located over
the 80 m isobath, and a weak northward flow (y ø 0.1
m s21) over the innershelf off Newport and Heceta
Bank. The fields of su after the spinup period are char-
acterized by isopycnals that are uplifted over the shelf
and generally tilt upward toward the coast.

4. Experiments

A series of numerical experiments are performed with
different initial stratification, surface forcing, domain
size, and river forcing. The details of the experiments
are summarized in Table 1. For every experiment, time-
varying winds observed at Newport between 18 June
and 17 August during 1999 are applied (Fig. 1) follow-
ing the 10-day model spinup. During this period there
is a strong upwelling favorable wind event on 12 July,
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hereafter the 12 July upwelling, followed by a two-week
period of weak oscillatory winds. This time period cor-
responds to the intensive OSU NOPP field observations
outlined in section 2 and Fig. 1. Prior to the 12 July
upwelling, the winds are weak and mostly upwelling
favorable. Following 28 July, the winds are near zero
for 10 days, before a short, moderate downwelling fa-
vorable wind pulse on 7 August. The mean tSy at New-
port during the period of interest is 20.017 Pa with a
standard deviation of 0.044. For historical context, the
mean tSy for the same period in 1973, during CUE-II
(Kundu and Allen 1976) was 20.019 Pa with a standard
deviation of 0.032 Pa and during 1998 (Oke et al. 2002b)
was 20.0084 Pa with a standard deviation of 0.026 Pa.
For many of the experiments, surface heating is also
applied (Table 1). The average observed heat flux at the
MS mooring is 144 W m22 with a standard deviation
of 69 W m22.

The model’s sensitivity to the initial stratification is
assessed by initializing with four different profiles of u
and S as outlined in section 3 and Fig. 4. The importance
of surface heating is assessed by running experiments
without heating (expts 1, 4, 7, 10 and 18) and with
heating (expts 2–3, 5–6, 8–9, 11–12, and 19). The im-
portance of surface heating off the Oregon coast has
previously been demonstrated by Federiuk and Allen
(1995) using an idealized two-dimensional model. The
standard coastal water type is type III, which has an e-
folding attenuation scale for Qsw of approximately 8 m.
The observed e-folding attenuation scale, estimated
from observations of transmission from the MiniBAT
surveys (Austin et al. 2000), is approximately 1.5 m.
Experiments are performed with the attenuation scale
of type III water denoted by QIII , and with the observed
attenuation scale denoted by QObs, in order to test the
model’s sensitivity to this parameter (expts 2–3, 5–6,
8–9, 11–12, 13–14).

A first-order assessment of the effects of spatially
varying winds is made by running experiments with
spatially uniform winds (expts 5, 6, 16) and with winds
that increase in the offshore direction (expts 13, 14, 17).
For the experiments with spatially varying tSy, denoted
by tSy(x), the observed winds at Newport are multiplied
by an amplitude function that increases from 1 at the
coast, to a maximum of 1.75 near the offshore boundary
with a structure that varies like tSy(x) ø (1 1 x0.5/20)tSy,
where x is the distance, in kilometers, from the coast.
The amplitude function is the alongshore average of the
first EOF, representing approximately 78% of the total
variance, of the modeled wind stress from a three-
month, high-resolution simulation of the coastal atmo-
sphere (Samelson et al. 2002).

Experiments are also performed in order to assess the
model’s sensitivity to domain size. For a limited number
of experiments an EDM that extends from 41.48 to
46.88N is utilized (expts 18–20). In contrast, the stan-
dard domain extends from 42.78 to 46.28N. The effects
of including a constant freshwater source from the Co-

lumbia River is investigated by comparing experiments
with and without river forcing (expts 6, 16 and 14, 17).
The details of the river input are described in appendix
B. Other sensitivity experiments investigate the effects
of including the across-shore component of the wind
stress tSx (expts 15 and 20).

The control for this study is expt 1 with spatially
uniform, time-varying winds; no surface heating; and
no river input on the standard domain. This experiment
is the reference to which all other experiments are com-
pared in section 5.

5. Model–data comparisons

a. Defining model skill

As described in section 4 a series of numerical ex-
periments are performed (Table 1). In order to determine
which experiment performs the best, the modeled and
observed fields at the IS and MS moorings are compared.
The ith modeled and observed variable is denoted by mi

and oi, respectively; and are the respective means;m o
Sm and So are the respective standard deviations; and CC
is the cross-correlation between the modeled and ob-
served fields. The most commonly used measure of ac-
curacy of a model forecast in numerical weather predic-
tion (e.g., Murphy 1992) that is adopted here is the MSE:

n1
2MSE 5 (m 2 o ) , (5.1)O i in i51

where n is the number of observed and modeled vari-
ables in time. The MSE can be written in terms of the
model bias

MB 5 m 2 o , (5.2)

the standard deviation error

SDE 5 S 2 S ,m o (5.3)

and Sm, So, and CC (see appendix C for details):
2 2MSE 5 MB 1 SDE 1 2S S (1 2 CC).m o (5.4)

The skill of each experiment, with respect to a refer-
ence experiment (expt 1), is calculated based on the MSE.
The skill score (SS; e.g., Murphy 1992) is defined as

MSE
SS 5 1 2 (5.5)

MSER

where the subscript R denotes a reference experiment.
As defined in (5.5), SS . 0 when MSE , MSER (positive
skill), SS 5 0 when MSE 5 MSER (no skill), SS , 0
when MSE . MSER (negative skill), and SS 5 1 when
MSE 5 0 (perfect agreement with observations). The SS
is a single number by which we can objectively determine
which numerical experiment performs the best.

In order to fully assess the performance of each ex-
periment, the depth averages of the normalized root-
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TABLE 2. Average SS (5.5) for u, y, and u from the IS and MS moorings and for u and S from the MiniBAT surveys. The average over
all variables from all measurements is presented. The highest SS in each column is highlighted in bold.

Expt

IS mooring

u y u

MS mooring

u y u

MiniBAT

u S Average

1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20

0
0.19
0.09
0.30
0.32
0.32
0.13
0.28
0.28

20.10
0.23
0.32
0.21
0.21
0.22
0.35
0.22
0.09

20.06
20.03

0
0.18
0.15
0.19
0.37
0.38
0
0
0

20.14
0.35
0.38
0.12
0.19
0.33
0.29
0.28
0.12
0.18
0.21

0
21.23
20.86
20.35

0.16
0.36

20.78
20.07
20.07
20.97

0.03
0.02
0.21
0.05
0.24
0.07

21.01
20.47

0.16
0.17

0
0.01

20.14
20.05
20.06
20.08

0.13
0.15
0.15
0.07
0.03

20.05
20.06
20.03

0.03
20.01
20.15
20.12
20.02
20.04

0
0.05

20.08
0.26
0.17
0.21
0.35
0.32
0.32
0.15
0.07

20.03
0.16
0.17
0.17
0.22
0.19
0.42
0.36
0.39

0
21.05
20.73
20.28

0.56
0.62

20.55
0.37
0.37

20.23
0.63
0.61
0.68
0.69
0.58
0.28
0.67

20.45
0.64
0.64

0
21.50
21.20
20.28

0.43
0.47

20.56
0.51
0.51

20.37
0.45
0.57
0.60
0.63
0.50
0.38
0.55

20.47
0.52
0.52

0
20.08
20.08

0.19
0.19
0.23

20.3
20.31
20.31

0.35
0.39
0.36
0.12
0.08
0.19
0.06
0.40
0.19
0.19
0.19

0
20.43
20.36

0
0.27
0.32

20.20
0.16
0.16

20.15
0.27
0.27
0.26
0.25
0.28
0.21
0.14

20.09
0.25
0.26

mean-squared error (RMSE), CC; the normalized MB;
and the normalized SDE of u, y, and u at the IS and
MS moorings for each experiment are presented in ap-
pendix D. The RMSE, MB, and SDE are all normalized
by So. The average rmse/So, CC, MB/So, and SDE/So

over all variables are also presented in order to assess
the overall performance of each experiment. The rms
of MB/So and SDE/So are used in place of the average
to provide an assessment of the magnitude of the nor-
malized MB and SDE.

The average SS for u, y, and u at the IS and MS
moorings, and for u and S from the MiniBAT surveys
are presented in Table 2. The average SS over all var-
iables from both the moorings and the MiniBAT surveys
are also presented in Table 2 in order to quantify the
relative skill of each experiment in a single number. The
number of independent measurements of u, y, u, and S
are not equivalent in this average SS. In the absence of
more observations, however, we proceed with this av-
erage in order to help identify the experiment with the
most skill.

b. Model sensitivity

1) AVERAGE SKILL SCORES

The highest average SS from the moorings and the
MiniBAT surveys is obtained from expt 6 (Table 2).
The highest average SS from the MiniBAT surveys, the
IS mooring and the MS mooring is obtained from expts
17, 6, and 20, respectively. Experiments 6 and 20 both
utilize (u, S)731 initial stratification, spatially uniform
tSy and QObs surface heating. Experiment 20 also utilizes
tSx and the EDM. Experiment 17 utilizes (u, S)731 initial

stratification, tSy(x), QObs, and idealized river forcing.
Other experiments that have notably high average SS
are discussed below. Based on these statistical compar-
isons expt 6 is deemed to have the most skill. The mod-
eled fields from expt 6 are analyzed in detail in Part II
of this study.

2) COMPARISONS WITH MINIBAT SURVEYS

The mean and standard deviation of su for the
MiniBAT surveys are presented in Figure 5 comparing
observed and modeled fields from expts 4, 6, 14, 16,
and 19 (Table 1), all of which utilize (u, S)731 initial
stratification. For all of the experiments the mean po-
sition of the 26 su isopycnal is well represented. The
most notable difference between the fields from the dif-
ferent model experiments is the near-surface su at great-
er than 15 km from the coast. All of the model exper-
iments underestimate the near-surface standard devia-
tion. The standard deviation of su is closest to the ob-
served standard deviations of su when idealized river
forcing and surface heating are applied (expt 16). This
experiment shows that the Columbia River plume is
located greater than 15 km from the coast and is confined
to the top few meters of the water column. These char-
acteristics are consistent with historical observations
(e.g., Huyer 1983). Clearly expt 6, with surface heating,
performs better than expt 4, with no surface heating, in
both the mean and standard deviation. From these com-
parisons there is no obvious benefit in using tSy(x) (expt
14) or the EDM (expt 19) over spatially uniform wind
and surface heating on the standard domain (expt 6).
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FIG. 5. Mean (left) and standard deviation (right) of su from the MiniBAT surveys (top), expts
4, 6, 14, 16, and 19 (top–bottom) as labeled, showing the importance of surface heating (compare
expts 4 and 6) and Columbia River forcing (compare expts 6 and 16). The contour intervals are
0.25 and 0.1 for the mean and standard deviations, respectively.

3) SUMMARY OF SENSITIVITY STATISTICS

A complete description of the statistics of the sen-
sitivity study are presented in appendix D. Briefly, this
study demonstrates that the effects of varying the ex-
tinction coefficient in the application of Qsw are minimal.
The effects of including tSx, idealized river forcing, or
utilizing the EDM on the modeled fields at the moorings
are small. Utilizing tSy(x) improves the modeled u over
the midshelf; however, it does not significantly improve
other aspects of the modeled circulation at the moorings.
It is likely that alongshore variations in the wind field

are also important (e.g., Samelson et al. 2002; Gan and
Allen 2002) and that the across-shore structure of tSy

varies in both space and time. Time-variability of the
across-shore structure of tSy was first demonstrated by
Halpern (1976). Varying the initial stratification is found
to have a significant effect on the model skill (Table 2),
with the average SS ranging from approximately 20.4
(expts 2–3), 0.3 (expts 5–6), 0.16 (expts 8–9), and 0.27
(expts 11–12) for experiments with surface heating and
different initial stratification.

Varying the initial stratification significantly effects



MAY 2002 1367O K E E T A L .

u and y, particularly at the IS mooring (appendix D).
Why does the initial stratification influence the CC, the
MB (5.2), and the SDE (5.3) for y? One might expect
that, during wind-driven upwelling the initial ]r/]z,
where r is density, is directly related to the modeled
]r/]x since upwelling is effective at advecting (through
across-shore circulation) and distorting (through vertical
mixing) the vertical density profile to form a horizontal
density gradient, or upwelling front. For the geostrophic
component of y, ]y/]z is proportional to ]r/]x by the
thermal wind relation

]y g ]r
5 2 , (5.6)

]z fr ]x0

where g is gravity, f is the Coriolis parameter, and r0

is a reference density. This simple argument demon-
strates why the initial ]r/]z, by affecting ]r/]x, ulti-
mately influences CC, the MB (5.2), and the SDE (5.3)
of y. Why does varying the initial stratification have a
greater effect at the IS mooring compared to the MS
mooring? The IS mooring is in the region of the shelf
where the upwelling front, the strong ]r/]x, is typically
located. Thus, the effects of varying ]r/]z are most ev-
ident in this region.

4) CURRENTS AT THE IS MOORING

Vector stick plots of observed and modeled (expt 6)
currents at the IS mooring are presented in Fig. 6 show-
ing the applied surface forcing, near-surface (12 m),
middepth (20 m), and near-bottom (38 m) observed and
modeled currents. There is generally excellent quanti-
tative agreement between the observed and modeled
currents at the IS mooring. The correlation between the
modeled and observed (u, y), denoted as CC(u, y), and
the magnitude and phase of the complex cross-corre-
lation (Kundu 1976), denoted as (r*, u*) is shown for
each time series comparison. Near the surface CC(u, y)
5 (0.72, 0.87) and (r*, u*) 5 (0.86, 21.18). The agree-
ment between the observed and modeled currents im-
proves after the 12 July upwelling. For the 40-day period
following 8 July, (r*, u*) 5 (0.92, 20.628), (0.9,
26.48), and (0.83, 26.98) at the near-surface, middepth
and near-bottom depth on the IS mooring respectively
demonstrating this point. Before the 12 July upwelling,
the observed currents are oscillatory in the y direction
with a period of 3–5 days. Similar variability is evident
in the modeled fields; however, the period is longer and
the amplitude is smaller. It is not clear whether the mod-
el is still spinning up during the period before 8 July,
or whether the model does not adequately represent the
dominant physical processes, such as remotely forced
coastally trapped waves, that govern the circulation be-
fore 8 July.

During the 12 July upwelling the coastal jet accel-
erates, increasing the magnitude of y in excess of 0.5
m s21 near the surface and 0.3–0.4 m s21 near the bot-
tom. After the 12 July upwelling, y reverses at all depths

at the IS mooring. Close inspection reveals that the near-
bottom currents reverse before the currents at middepth
and near the surface in both the model and observations.
Similar behavior was found by Gan and Allen (2002)
in a modeling study of upwelling relaxation off northern
California. For a two-week period after the 12 July up-
welling the winds oscillate between being moderately
upwelling favorable and weakly downwelling favorable.
During this time, y oscillates approximately in phase
with the wind. Immediately prior to 28 July there is a
southward, vertically sheared pulse in y. Following this
pulse, y reverses and flows northward. This reversal is
very similar to the upwelling relaxation reversal that
followed the 12 July upwelling. Again, it is clear that
y reverses near the bottom first, before reversing at mid-
depth and finally near the surface around 29 July. The
main difference between this, and typical upwelling re-
laxation reversals is the absence of a single, strong up-
welling favorable wind event immediately prior to the
reversal. During the next 10 days the wind is near zero
and y continues to flow northward. Around 7 August
there is a brief downwelling event when y accelerates
to the north. The dynamical balances that govern the
reversal after the 12 July upwelling are investigated in
detail in Part II of this study where it is shown that the
northward momentum associated with this reversal is
generated to the south of Newport by a negative along-
shore pressure gradient and that the northward momen-
tum is subsequently advected to the IS mooring location
resulting in a sustained northward flow.

5) CURRENTS AT THE MS MOORING

Vector stick plots of observed and modeled (expt 6)
currents at the MS mooring are presented in Fig. 7 show-
ing the applied surface forcing, near-surface (11 m),
middepth (41 m) and near-bottom (63 m) observed and
modeled currents. There is generally good qualitative
agreement between the observed and modeled fields.
The best agreement is found to be near the bottom where
CC(u, y) 5 (0.38, 0.59) and (r*, u*) 5 (0.56, 108).
While the modeled and observed currents are qualita-
tively similar at the MS mooring the most striking dif-
ference is the MB (5.2) that develops after the 12 July
upwelling. The observed currents accelerate to about
0.5 m s21 before retarding to about 0.2 m s21 10 days
later. In contrast, the modeled currents accelerate to
about 0.6 m s21 and only decrease to about 0.4 m s21.
This difference may be due to the inadequate represen-
tation of the alongshore pressure gradient in the model,
as discussed in section 3 and appendix D. Alternatively,
an inadequate representation of spatially local and tem-
porally intermittent frictional processes over small-scale
topographic features such as Stonewall Bank (124.48W,
44.58N) (Moum and Nash 2000; Nash and Moum 2001)
that cannot adequately be resolved on a 2 km grid may
explain why the y is not sufficiently arrested after the
12 July upwelling. Nash and Moum (2001) demonstrate
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FIG. 6. Time series for expt 6 at the IS mooring of (a) tSy, (b) Q (solid), Qlwnet 1 Qsen 1 Qlat (dashed),
and Qsw (dashed–dotted); observed and modeled currents at (c), (d) 12-m, (e), (f ) 20-m, and (g), (h) 38-m
depth. CC (.,.) denotes the cross-correlation between the observed and modeled (u, y) and (r*, u*) denote
the amplitude and phase of the complex cross-correlation.

that the magnitude of bottom stress in the vicinity of
Stonewall Bank varies significantly in time and that
sometimes the bottom stress is 20 times higher than the
background level. Limited measurements of these high-
ly time-dependent small-scale processes makes param-
eterization of their effects on bottom stress a difficult
task.

6) TEMPERATURE AT THE IS AND MS MOORINGS

Time series of observed and modeled (expt 6) u at
the IS and MS moorings are presented in Fig. 8 showing

the applied surface forcing, near-surface (2 m), mid-
depth (16 m) and near-bottom (40 and 70 m) observed
and modeled u. Near the surface there is good quanti-
tative agreement between the modeled and observed u
(hereafter uS) at both the IS and MS mooring, with
correlations of 0.93 and 0.76, respectively. The modeled
uS is typically too warm, particularly after 28 July. In
this period the observed meteorological variables were
not measured due to instrument failure and so the mean
values were used to formulate the heat flux at this time.
The correlation between the observed and modeled u at



MAY 2002 1369O K E E T A L .

FIG. 7. As for Fig. 6 showing the observed and modeled (expt 6) currents at the MS mooring at (c), (d)
11-m, (e), (f ) 41-m, and (g), (h) 63-m depth.

middepth and near the bottom are 0.62 and 0.72, re-
spectively, on the IS mooring. During the 12 July up-
welling uS decreases by greater than 48 and 58C at the
IS and MS mooring. During the relaxation from up-
welling uS increases by greater than 58 and 68C at the
IS and MS moorings, respectively. During this relaxa-
tion, the contributions from Qlwnet, Qsen, and Qlat are
positive indicating that the observed air temperature is
warmer than the modeled uS, and is acting to heat the
ocean surface through a nonradiative heat flux. After 28
July, when tSy is near zero, uS gradually increases by
about 68C over a three-week period. The most notable

change in u at middepth at the IS mooring is a gradual
increase of about 28C between the 12 July upwelling
and the end of the time series. Initially, this increase
appears to be adequately represented by the model. It
indicates that either the effects of surface heating are
penetrating to 16-m depth or warm water is being ad-
vected into the region. In the model, u increases rela-
tively quickly at middepth following the 7 August
downwelling event, indicating that warm surface water
is either being vertically mixed over the innershelf, or
warm water from off-shore is being advected on-shore
and downwelled. In the observations the gradual in-
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FIG. 8. Time series for expt 6 of (a) tSy, (b) Q (solid), Qlwnet 1 Qsen 1 Qlat (dashed), and Qsw (dashed-
dotted); observed and modeled temperatures at (c) 2-m, 16-m, and 40-m depth on the IS mooring and (d)
2-m, 16-m, and 70-m depth on the MS mooring. The cross-correlation for each model–data pair is shown.

crease in u starts before the downwelling and during the
period of northward flow over the innershelf indicating
that warm water is probably being advected into the
region. This subtle difference suggests that the model
and observations may be representing this warming
event through somewhat different mechanisms.

At the MS mooring at middepth and near the bottom
the correlation is 0.62 and 0.23, respectively, indi-
cating that the observed variability is well represented
by the model at middepth but poorly represented near
the bottom. However, the variance of u at middepth
and near the bottom is small compared to u S on both
moorings.

c. Statistical comparisons with mooring time series

The mean and standard deviations of modeled (expt
6) and observed u, y, and u and the cross-correlations
between modeled and observed variables from the IS
and MS mooring locations are plotted as a function of
depth in Figs. 9 and 10, respectively. The mean and
standard deviations of u are in good agreement with the
observations at both moorings. These fields indicate that
most of the variability in the modeled u occurs in the
top 20 m of the water column, presumably due to effects
of surface heating and wind mixing. The correlation
between modeled and observed u at the IS mooring is
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FIG. 9. Modeled (black) and observed (white) mean (top), standard deviation (middle), and
CC (bottom, gray) between modeled and observed u (left), y (middle), and u (right) from the
IS mooring. Comparisons at zero depth utilize u and y derived from the CODAR system. The
zero line is denoted by a vertical dashed line where appropriate.

greater than 0.6 at all depths. Similarly, the correlation
between modeled and observed u at the MS mooring is
greater than 0.6 over the top 20 m of the water column,
but is low below that.

The mean and standard deviations of y are in good
agreement with the observations at the IS mooring, al-
though the standard deviations of the modeled y are
typically 0.025 m s21 less than the observed y. The
cross-correlations between the modeled and observed y
at the IS mooring are greater than 0.6 at all depths and
are greater than 0.8 at middepths. At the IS mooring
the mean modeled u shows an offshore flow above 30-
m depth and an onshore flow below that, while the ob-
served mean u shows onshore flow below 10-m depth.

The structure of the mean u is qualitatively similar to
mean fields observed during CUE-II over the midshelf
(Smith 1974). In both cases the depth average of u is
not zero indicating that the mean across-shore circula-
tion is not two-dimensional in the x–z plane. The ob-
served and modeled standard deviations of u at the IS
mooring are in good agreement. The cross-correlation
between the modeled and observed u at the IS mooring
are greater than 0.6 over the top half of the water column
with a lower correlation near the bottom.

The comparison between the modeled and observed
mean y at the MS mooring (Fig. 10) shows that the
model overestimates the strength of the southward
coastal jet by 0.09 m s21. The mean modeled and ob-
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FIG. 10. As for Fig. 9 except for the MS mooring.

served ]y/]z agree well, indicating that the mean mod-
eled and observed ]r/]x are also likely to compare fa-
vorably by Eq. (5.6). The fact that the bias between the
modeled and observed y at the MS mooring is inde-
pendent of depth suggests that the source of this bias
is the inadequate representation of a force affecting the
depth-averaged currents, such as the alongshore pres-
sure gradient or bottom stress. The comparison of the
mean modeled y near the bottom of the MS mooring
demonstrates that the mean bottom stress in the model
is greater than in the real ocean. This would excessively
retard the modeled y. Therefore, assuming that the pa-
rameters in the bottom stress formulation are appropri-
ate, we conclude that the barotropic bias in y is due to
a poorly represented alongshore pressure gradient. Net
alongshore pressure gradients cannot be correctly rep-

resented in a model with periodic alongshore boundary
conditions as noted in section 3. The modeled and ob-
served mean u are both directed offshore at all depths.
The model overestimates the strength of the offshore
flow by 0.02–0.05 m s21. The standard deviations of
the modeled and observed u and y at the MS mooring
are generally in good agreement.

d. Comparisons with hydrographic surveys

The mean and first EOF mode of u for the MiniBAT
surveys are presented in Fig. 11 showing the observed
and modeled (expt 6) fields and the time series of tSy and
the modal amplitudes. The mean u is well represented
by the model across the shelf and the modeled and ob-
served mode-1 EOFs show good quantitative agreement.
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FIG. 11. Observed (left) and modeled (right) (a), (b) mean and (c), (d) mode-1 EOF of u from
the MiniBAT surveys; (e) mode-1 amplitudes for expt 6 showing the percentage of total variance
explained by each mode and the correlation between the modal amplitudes.

The first EOF represents 86% and 72% of the total mod-
eled and observed variance, respectively. These modes
demonstrate that the dominant fluctuations in u occur near
the surface. The modal amplitudes are in good quanti-
tative agreement with a correlation of 0.97. During the
dominant upwelling favorable winds, the amplitude of
mode 1 is negative, representing a near-surface u decrease
from the mean by 28C. This decrease probably represents
the combined effects of surface heating, deepening of the
wind-driven surface mixed layer, across-shore displace-
ment of the upwelling front, and upwelling. All of these
physical processes are expected to be well correlated.
Correlation between surface heating and wind-driven up-
welling off northern California was noted by Beardsley
et al. (1998). The cross-correlation between tSy and Qtot

for this study varies considerably with space due the
dependence on the modeled surface temperature and is
20.46 and 20.3 at the IS and MS moorings, respectively.

An additional comparison between the observed and
modeled su from the MiniBAT surveys on 6 and 15
July, before and after the 12 July upwelling, is presented
in Fig. 12. These fields show good qualitative agreement
in terms of the spatial details of the sections. Both sec-
tions demonstrate the significant variations in the sub-
surface su. In light of the comparisons of u above, it is
clear that subsurface su fluctuations are controlled by
the wind-forced circulation through salinity. Both the

modeled and observed su fields show an isolated mass
of dense water, with su . 26.5 kg m23, over the mid-
shelf. This feature was also observed during CUE-I
(Huyer 1973). In Part II of this study (Oke et al. 2002a),
we demonstrate that this dense water is upwelled to the
north of Newport and is advected southward beneath
the coastal jet.

An example of a comparison between the observed
and modeled surface su for the 23–26 July SeaSoar
survey is shown in Fig. 13. For these comparisons, the
observed survey took about 2.3 days to complete for
the survey track shown in Fig. 2. The model fields pre-
sented here are constructed using the same sampling
strategy as the SeaSoar survey. While the details of these
modeled and observed fields differ, the fields are qual-
itatively similar. For example, both show denser water
penetrating over Heceta Bank at about 44.28N, and both
have contours that reflect the alongshore variations in
topography and both show a hint of an eddy over Heceta
Bank.

e. Comparison with CODAR data

Comparisons between HF-radar derived surface cur-
rents from the CODAR array and modeled surface cur-
rents are shown in Figs. 14 and 15. Figure 14 shows the
magnitude and phase of the complex cross-correlation
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FIG. 12. Observed (left) and modeled (right) su off Newport during the 6 and 15 Jul
MiniBAT surveys, before and after the 12 Jul upwelling (Dsu 5 0.1 kg m23; the 25, 25.5,
26, and 26.5 su contours are bold). Regions where su , 24 kg m23 are shaded in gray.

FIG. 13. Observed (left) and modeled (right) surface su (1-m depth) for the period between 23 and 26 Jul. The SeaSoar
survey track is shown in Fig. 2. The model field is constructed using the same sampling strategy as the SeaSoar survey.
The 100-m and 200-m isobaths are gray.

between the observed and modeled surface currents. The
correlation between the modeled and observed currents
is greater than 0.5 over most of the CODAR region. The
highest correlation is in excess of 0.7 over the innershelf.

The lowest correlation is at the southern end of the CO-
DAR region, where the correlations are less than 0.5. The
phase angles between the observed and modeled currents
are typically less than 108.
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FIG. 14. The magnitude (left) and phase (right) of the complex cross-correlation between the
modeled and observed surface currents. For the amplitude, the contour intervals are 0.05 and
the thin dashed contours are ,0.5; for the phase the contour intervals are 58, the zero contour
is bold, and the dashed contours are negative. The mean magnitude is 0.53 and the rms phase
is 4.58. The approximate land-based radar locations are shown (●).

An EOF analysis of the observed and modeled surface
currents in the CODAR region is presented in Figure
15 showing the mean fields, the first two dominant EOF
modes and the corresponding modal amplitudes. The
divergence of the observed and modeled means and
EOFs are also contoured. The rms amplitude of the EOF
modes are used to scale the normalized EOFs for this
calculation. The mean observed currents are typically
weaker than the mean modeled currents. However, there
is some indication from the fields presented in Fig. 10
that the mean (u, y) from the CODAR may underesti-
mate the true mean field. This may be a result of pro-
cessing difficulties that were encountered during the
summer 1999 field season. As expected, the surface cur-
rents are ageostrophic in both the modeled and observed
fields, as indicated by the nonzero divergence. Both the
modeled and observed mean divergence fields show
positive divergence (upwelling), with comparable mag-
nitudes, over the innershelf and a weak convergence
offshore. The observations show that the mean up-
welling occurs on the shelf over a fairly broad area with
a local maximum to the north of Newport. The modeled
field also has a local maximum located to the north of
Newport, but has the upwelling occurring along the
shoreward edge of the coastal jet. Clearly the observed
mean divergence varies in the y direction, indicating
that the across-shore circulation is not two-dimensional
in the x–z plane. Interestingly, the observed mean di-
vergence is most variable in the y direction to the north,
where the isobaths are most uniform in the y direction.
It is not clear whether this variability is real, or an

artifact of the observing system. Results presented in
Part II of this study, however, demonstrate that the stron-
gest modeled upwelling occurs to the north of Newport
suggesting that this feature may be real.

The structure of the observed and modeled mode-1
EOFs are very similar and both have local maxima in the
rms divergence to the north of Newport. The modal am-
plitudes are highly correlated, with a correlation of 0.74.
The amplitude of the observed mode-1 variations are typ-
ically half the amplitude of the modeled mode-1 variations.
When the observed amplitude is regressed onto the mod-
eled amplitude the regression coefficient is 0.47 6 0.02.
The zero-lag correlations between tSy and the observed
and modeled mode-1 amplitudes is 20.65 and 20.81,
respectively. In contrast, the correlations between tSy and
the observed and modeled mode-2 amplitudes are 0.04
and 0.1, respectively. Clearly, the mode-1 EOFs represent
the dominant wind-driven modes.

The structures of the mode-2 EOFs have similar char-
acteristics, such as the convergence/divergence over the
inner-shelf. The correlation between the modeled and
observed modal amplitudes for mode 2 is 0.53. These
modes represent a divergence (positive amplitude) to
the north of Newport during the 12 July upwelling.
When the mode-2 amplitude is negative there is a con-
vergence to the north of Newport and on the shoreward
edge of the coastal jet for the modeled mode-2 EOF.
This is reminiscent of the frontal convergence measured
using surface drogues around 44.58N during a 1972
CUE-I study (Stevenson et al. 1974). The qualitative
consistency between the modeled and observed con-
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FIG. 15. The mean (left) and dominant normalized EOFs (middle and right) of surface currents from the
CODAR observations (top) and the model (expt 6) (middle) as labeled. The divergence calculated from the
mean fields and from the EOFs scaled with the rms modal amplitudes are contoured. The percentage of total
variance explained by each EOF mode is displayed in each panel. The modal amplitudes of the observed (solid)
and modeled (dashed) EOFs are also shown (bottom) and the correlation between the observed and modeled
amplitudes are given in parentheses in the bottom panels.

vergence/divergence promotes confidence that both the
model and the CODAR system are capable of repre-
senting and measuring this important physical process.

f. Frequency domain analysis

Comparisons in the frequency domain, between the
demeaned modeled and observed V and uS for expt 6,

are shown in Fig. 16. The squared coherence [(coh)2 5
| PXY | 2/(PXXPYY), where PXX is the smoothed spectral
density of a time series X, and PXY is the complex
smoothed cross-spectral density between time series X
and Y ]; the phase {phase 5 tan 21 [2imag(P XY )/
real(PXY)]} and the gain {gain 5 [(coh)2PYY/PXX]0.5 5
[ | PXY | /PXX]2} are calculated in order to assess the mod-
el’s performance for each resolvable frequency f q.
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FIG. 16. Frequency domain comparisons of demeaned V (left) and uS (right) at the IS (bold)
and MS (thin) mooring showing the power spectra, squared coherence (coh)2, phase, and gain
(top to bottom). The spectra (top) is shown for both the observed (solid) and the modeled
(dashed) fields; the (coh)2, phase and gain are only plotted for frequencies where (coh)2 is
above the 95% significance level.

The frequencies of interest for this study are in the band
f q , 0.6 cycles per day (cpd). For those frequencies the
modeled and observed signals are coherent with near-zero
phase. For V the average gain is about 0.65 indicating that
the amplitude of the modeled signal is about 65% of the
amplitude of the observed signal. For uS however the av-
erage gain is 1.18 at the IS mooring and 1.06 at the MS
mooring indicating the amplitude of the modeled uS fluc-
tuations are generally greater than the amplitude of the
observed uS for the frequencies of interest.

6. Summary

The modeled fields show good quantitative agreement
with observed fields from the IS mooring, with corre-
lations for u, y, and u as high as 0.72, 0.87, and 0.93,
respectively. Good quantitative agreement between
modeled and observed fields are also found for the
MiniBAT hydrographic surveys. Good qualitative
agreement is found between observed and modeled

fields from the MS mooring, the SeaSoar hydrographic
surveys, and the CODAR measurements. Additionally,
we show that the modeled V and uS fields are consistent
with observations at both the IS and MS moorings for
all of the resolvable frequencies of interest.

The sensitivity study shows that surface heating is
important and that the model results are sensitive to
initial stratification. This dependence on initial strati-
fication has implications for data assimilation studies
(e.g., Oke et al. 2002b), suggesting that corrections to
initial stratification using an objective strong constraint
assimilation approach for coastal systems has consid-
erable potential value. Moreover, we find that utilizing
tSy with an idealized across-shore structure improves the
modeled u fields over the midshelf, and that utilizing
idealized river forcing improves the mean su field off
Newport. The comparisons for the experiment with river
forcing demonstrates that in the vicinity of Newport the
Columbia River plume is typically located greater than
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15 km from the coast and is isolated to the top few
meters of the water column.

The MiniBAT comparisons demonstrate that the dom-
inant u fluctuations occur near the surface, while sub-
surface fluctuations in su are controlled by salinity. Ad-
ditionally, the MiniBAT comparisons show that sub-
26.5 su water, near the bottom over the mid-to innershelf
is isolated from water of the same density directly off-
shore of Newport. This suggests that this water is not
uplifted off Newport, but arrives at the Newport hy-
drographic line through alongshore advection. This
demonstrates that the dominant upwelling circulation
off Newport is not two-dimensional in the x–z plane as
standard conceptual models assume, but is highly three-
dimensional. This aspect of the modeled circulation is
investigated in detail in Part II of this study.

The comparisons with surface currents derived from
the CODAR system demonstrate that the magnitude of
divergence, an indicator for the strength of upwelling,
varies in the y direction with a maximum in the mean
and fluctuating components to the north of Newport.
This result suggests that upwelling is stronger to the
north where the continental shelf is narrower and more
uniform in the y direction. This aspect of the circulation
is consistent with the implied three-dimensionality of
the upwelling referred to above and is investigated in
detail in Part II of this study.
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APPENDIX A

Heat Flux Formulation

The net surface heat flux Q is the sum of the incoming
shortwave radiation Qsw, the net longwave radiation
Qlwnet, the sensible heat flux Qsen, and the latent heat
flux Qlat:

Q 5 Q 1 Q 1 Q 1 Q .sw lwnet sen lat

The net surface heat flux can be thought of as a balance
between the heating from the sun and the heating due
to the equilibration between the atmosphere and the
ocean temperatures. The equilibration acts to reduce the
difference between the near-surface air temperature Ta

and the ocean surface temperature Ts. These components
of Q are given by

oQ 5 Qsw sw

o m o mQ 5 r c C (T 2 T )|v 2 v |sen a ap h a s a s

Q 5 Q /Rlat sen

o 4 0.5Q 5 [es (T ) (0.39 2 0.05e )lwnet a

o 3 m o1 4es (T ) (T 2 T )](1 2 bC )a s a

o
C 5 [1 2 (I / I ) 1 0.0019a]/0.62,sw swcs

where superscripts m and o denote modeled and ob-
served respectively; ra is the density of air (1.3 kg m23

Gill 1982); cap is the heat capacity of air (1010 J K21

kg21); cwp is the heat capacity of water (4160 J K21

kg21); Ch is the sensible heat flux transfer coefficient
([0.83–1.1] 3 1023 Gill 1982); here 1 3 1023); | 2ova

| is the magnitude of the wind velocity minus themvs

surface current velocity; R is the Bowen ratio (0.1–0.45
Pickard and Emery 1990; here 0.2); e is emissivity of
the ocean surface (0.98; Dickey et al. 1994); s is the
Stefan–Boltzman constant (5.7 3 1028; Gill 1982); e is
the average vapor pressure (12 mbars, given an average
air temperature of 128C and an average relative humidity
of 85%); and are in kelvins; b is the constanto mT Ta s

cloud correction factor (0.75; Beardsley et al. 1998);
is the daily averaged cloud cover; is the observedoC I sw

daily averaged incoming shortwave radiation; swcs is theI
daily averaged clear-sky incoming shortwave radiation;
a is the local noon solar altitude (radians).

The shortwave extinction coefficient Esw and the
shortwave surface transmission coefficient Trsw are used
in the application of penetrating shortwave radiation in
POM. For coastal applications with water type III (Jer-
lov 1976; Simonot and Le Treut 1986) the default Esw

and Trsw are 0.127 and 0.24, respectively, which indi-
cates that the attenuation of Qsw has an e-folding scale
of approximately 8 m. The seasonally averaged atten-
uation of Qsw observed near the surface along the New-
port hydrographic line during the summer of 1999 has
an e-folding scale of 1.5–2.5 m (Austin et al. 2000),
which corresponds to Esw 5 0.67 2 0.4 m21. When
implemented into the POM, all heat flux terms are di-
vided by rwcwp ø 4.16 3 106 before being applied.

APPENDIX B

River Input

Forcing for the Columbia River is imposed approx-
imately 35 km from the southern end of the standard
model domain (appropriate for periodic boundary con-
ditions). A steady inflow is imposed at a single hori-
zontal grid cell over the entire 10-m depth water column.
The imposed flow corresponds to a constant transport
of T 5 5819 m3 s21 and linearly increases from zero at
the bottom to a maximum at the surface:
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022(s 1 1)T
u 5 , U 5 u ds,riv riv E rivhDy

21

h 5 h , u 5 u (z), (B1)riv riv21 riv init

and y riv 5 Vriv 5 Sriv 5 wriv 5 (1/2) 5 q2lriv 5 0,2qriv

where the subscripts ‘‘riv’’ denotes the coastal grid
points at which the river forcing is applied, the subscript
‘‘init’’ denotes the initial value, w is vertical velocity,
q2 is twice the turbulent kinetic energy, and l is the
mixing length scale. The depth-averaged inflow velocity
Uriv ø 0.12 m s21 (Dy 5 5 km, h 5 10 m).

APPENDIX C

Mean Squared Error

We define the ith modeled and observed variable as
mi and oi, respectively; and are the respectivem o
means; Sm and So are the respective standard deviations;
and CC is the cross-correlation coefficient between the
modeled and observed fields:

n1
21 21CC 5 S S (m 2 m )(o 2 o ), (C1)Om o i in i

where n is the total number of observations in time and
space that can be directly compared with the modeled
fields. The MSE can be written in terms of , , Sm,m o
So, and CC (e.g., Murphy 1995):

n n1 1
2 2 2MSE 5 (m 2 o ) 5 m 2 2m o 1 oO Oi i i i i in ni51 i51

n n n1 1 1
2 25 m 2 2 m o 1 oO O Oi i i in n ni51 i51 i51

n1 22 2and m 5 S 1 mO i m[ ]n i51

n12 22 25 S 1 m 2 2 m o 1 S 1 oOm i i on i51

n1
2 2 25 (m 2 o ) 1 2m o 1 S 1 S 2 2 m oOm o i in i51

2 2 25 (m 2 o ) 1 S 1 Sm o

n1
2 2 m o 2 2m o 1 m oO i i1 2n i51

2 2 25 (m 2 o ) 1 S 1 Sm o

n n n1 1 1
2 2 m o 2 o m 2 m o 1 m oO O Oi i i i1 2n n ni51 i51 i51

n1
2 2 25 (m 2 o ) 1 S 1 S 2 2 (m 2 m )(o 2 o )Om o i in i51

2 2 25 (m 2 o ) 1 S 1 S 2 2S S CCm o m o

2 25 (m 2 o ) 1 (S 2 S ) 1 2S S (1 2 CC)m o m o

2 25 MB 1 SDE 1 2S S (1 2 CC),m o

where MB 5 ( 2 ) and SDE 5 (Sm 2 So) are them o
model bias and standard deviation error respectively.

APPENDIX D

Sensitivity Study

a. Sensitivity to the extinction coefficient

The experiment pairs 2–3, 5–6, 8–9, and 11–12 have
identical initial stratification and wind forcing with a
different extinction coefficient for Qsw. Heat from Qsw

is distributed with an e-folding scale of 8 and 1.5 m for
QIII and QObs, respectively. Applying QObs should result
in a shallower, more stably stratified surface mixed layer
compared to QIII . This difference is expected to change
the modeled variables near the surface, potentially re-
ducing the amount of momentum that penetrates over
depth. The potential effects of varying the extinction
coefficient on the response of the surface mixed layer
is demonstrated by Martin (1985). Near-surface model–
data comparisons at the moorings are limited to near-
surface temperature uS (at 2-m depth). The shallowest
reliable observations of u and y at the moorings are at
approximately 10-m depth (Fig. 3). We find that varying
the extinction coefficient has only a slight effect on the
MB (5.2), SDE (5.3) or CC. In general, there is a slight
improvement in the model–data comparisons when QObs

is used in place of QIII (Table 2). In this study the wind
stress is clearly the dominant forcing term for the con-
tinental shelf circulation. The strong wind stress acts to
mix u in the near-surface layer, effectively redistributing
the near-surface heat evenly over the well-mixed surface
layer, negating the effects of varying the extinction co-
efficient. The effects of varying the extinction coeffi-
cient may be more important for regions where wind
forcing is less dominant.

b. Sensitivity to initial stratification

As noted in the section 5, varying the initial strati-
fication has a significant effect on the model skill (Table
2), with the average SS ranging from approximately
20.4 (expts 2–3), 0.3 (expts 5–6), 0.16 (expts 8–9), and
0.27 (expts 11–12) for experiments with surface heating
and different initial stratification. These variations are
mainly due to differences in CC and MB/So at the IS
mooring (Fig. D1).

For the experiments with no surface heating (expts
1, 4, 7, 10, and 18), expt 1, with (u, S)73 initial strati-
fication, performs the best. Figure 4 shows that near the
surface (u, S)73 is considerably warmer than the other
initial profiles, and is several degrees warmer than true
ocean state, approximately represented by (u, S)99. In
the absence of surface heating we expect the wind to
vertically mix the water column near the surface and to
entrain colder water from below into a surface mixed
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FIG. D1. Depth-averaged statistics for u (circles), y (squares), and u (diamonds) from the
IS (left) and MS (right) moorings for each experiment (see Table 1 for experiment descriptions)
showing the (a) normalized RMSE, (b) CC (C1), (c) normalized MB (5.2), and (d) normalized
SDE (5.3). The average or rms, where appropriate, of each statistic over all variables is shown.
The experiment analyzed in detail in Part II of this study is denoted by the vertical dashed
line.

layer acting to decrease the near-surface u over time.
Because (u, S)73 is too warm, after this mixing and en-
trainment expt 1 is more consistent with the true ocean
than the other experiments with no surface heating. We
suggest that using an initial u profile that is too warm
is representing the integrated effects of surface heating.

When (u, S)73 initial stratification is used and surface
heating is applied (expts 2–3) the results are worse than
expt 1, with no surface heating. For these experiments
the effects of surface heating are effectively included
twice; through the initial stratification, as discussed
above, and through the application of a surface heat
flux. This is supported by the fact that CC is higher for
u in expts 2 and 3 compared to expt 1 (heating does
improve the modeled fluctuations) but MB/So is greater
for u in expts 2 and 3 compared to expt 1 (heating makes
the model too warm).

For experiments with initial stratification that differ
from (u, S)73 (expts 4–6, 7–9, 10–12) the inclusion of
surface heating (expts 5–6, 8–9, 11–12) improved the
model skill for every case. For u, in all of these cases
CC increased, MB/So decreased, and SDE/So decreased.
From these experiments, it is clear that appropriate ini-
tial stratification and surface heating is important for
the success of the model. An explanation for why initial
stratification is important is provided in section 5.

c. Sensitivity to spatially variable wind forcing

Experiments 13–14 utilize tSy(x), but are otherwise
equivalent to expts 5–6. Experiments 13–14 have a low-
er average SS than expts 5–6 indicating that the inclu-
sion of across-shore structure to tSy does not improve
the overall agreement between modeled and observed
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fields. However, the SS of expts 13–14 for u from the
MiniBAT surveys and from the MS mooring (Table 2)
are greater than any other experiment considered in this
study indicating that using tSy(x) improves the modeled
u over the midshelf. Experiments 16 and 17 are com-
pared in order to further assess the effects of tSy(x).
Both of these experiments also utilize idealized river
forcing. For these cases the average SS is again lower
when tSy(x) is utilized. However the SS for u from the
MiniBAT surveys and from the MS mooring is again
improved. The comparison with the MiniBAT surveys
presented in Fig. 5 suggests that there is no notable
qualitative benefit to tSy(x) in the mean and standard
deviation of su, however the SS assessment demon-
strates a quantitative improvement that is probably due
to improvements in CC from Eq. (5.4).

d. Sensitivity to river forcing

In order to reliably represent river forcing an iterative
upstream advection scheme (Smolarkiewicz 1984) for
u and S is used in expts 16 and 17 that only differ from
expts 6 and 14, respectively, in the inclusion of idealized
river forcing. In both cases the inclusion of idealized
river forcing degrades the solution, resulting in a lower
average SS. However, for this case with tSy(x) (expt 17)
the SS for S from the MiniBAT surveys is greater than
any other experiment considered in this study. Addi-
tionally, the comparisons with the MiniBAT surveys in
Fig. 5 indicate that expt 16 has the best qualitative agree-
ment with observations in both the mean and standard
deviation of su. These considerations demonstrate that
there is some benefit to the inclusion of river forcing
and that further development in this area is likely to be
worthwhile.

e. Sensitivity to across-shore wind forcing

Experiments 15 and 20 differ from expts 6 and 19,
respectively, only in the inclusion of tSx. For both pairs
of experiments the addition tended to degrade the re-
sults. One reason for this might be that the assumption
of spatial uniformity for tSx is invalid, while this as-
sumption for tSy is tolerable. With the improvement of
regional mesoscale atmospheric models (e.g., Samelson
et al. 2002) the validity of this assumption can be more
fully assessed.

f. Sensitivity to domain size

Experiments 18 and 19 differ from expts 4 and 6 only
in that they utilize the EDM described in section 3.
Although, the results from the EDM generally compare
less favorably with observations than the standard do-
main model, there are some indications that the larger
domain may be beneficial. For example, expts 18 and
19 have more skill than expts 4 and 6 for y at the MS
mooring. This is because the MB is smaller for expts

18 and 19 compared to expts 4 and 6 (Fig. D1). This
may be due to the improved representation of along-
shore pressure gradients that arrest the alongshore flow.
The comparisons with the MiniBAT surveys (Fig. 5)
suggest that utilizing the EDM does not qualitatively
affect the mean and standard deviation of su off New-
port.
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