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Abstract

Air pollution predictions for environmental impact assessments usually use
Gaussian plume/puff models driven by observationally-based meteorological
inputs. An alternative approach is to use prognostic meteorological and air
pollution models, which have many advantages over the Gaussian approach
and are now becoming a viable tool for performing year-long simulations.
Continuing rapid increases in computing power are bringing this approach
within reach of a desktop PC. This report provides a comprehensive
technical description of a newly developed prognostic model called The Air
Pollution Model (TAPM), and provides two example simulations which
illustrate model performance.

1 Introduction

Air pollution models that can be used to predict pollution concentrations for periods of up to a
year, are generally semi-empirical/analytic approaches based on Gaussian plumes or puffs.
These models typicaly use either a ssmple surface based meteorological file or a diagnostic
wind field model based on available observations. The Air Pollution Model (TAPM) is
different to these approaches in that it solves the fundamental fluid dynamics and scalar
transport equations to predict meteorology and pollutant concentration for a range of
pollutants important for air pollution applications. It consists of coupled prognostic
meteorological and air pollution concentration components, eliminating the need to have site-
specific meteorological observations. Instead, the model predicts the flows important to local-
scale air pollution, such as sea breezes and terrain induced flows, against a background of
larger-scale meteorology provided by synoptic analyses.

The meteorologica component of TAPM is an incompressible, non-hydrostatic, primitive
equation model with aterrain-following vertical coordinate for three-dimensional simulations.
The model solves the momentum equations for horizontal wind components, the
incompressible continuity equation for vertical velocity, and scalar equations for potential
virtual temperature and specific humidity of water vapour, cloud water and rain water. The
Exner pressure function is split into hydrostatic and non-hydrostatic components, and a
Poisson equation is solved for the non-hydrostatic component. Explicit cloud micro-physical
processes are included. The turbulence terms in these equations have been determined by
solving equations for turbulence kinetic energy and eddy dissipation rate, and then using these
values by representing the vertical fluxes by a gradient diffusion approach, including a
counter-gradient term for heat flux. A vegetative canopy and soil scheme is used at the
surface, while radiative fluxes, both at the surface and at upper levels, are also included.
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The air pollution component of TAPM, which uses predicted meteorology and turbulence
from the meteorological component, consists of three modules. The Eulerian Grid Module
(EGM) solves prognostic equations for concentration and for cross-correlation of
concentration and virtual potential temperature. The Lagrangian Particle Module (LPM) can
be used to represent near-source dispersion more accurately, while the Plume Rise Module is
used to account for plume momentum and buoyancy effects for point sources. The model also
includes gas-phase photochemical reactions based on the Generic Reaction Set, and gas- and
aqueous-phase chemical reactions for sulfur dioxide and particles. Wet and dry deposition
effects are a so included.

This report describes the technical details of the modelling approach in Section 2 and some
example simulations in Section 3. The examples are for one month of meteorological
predictions at the Cape Grim monitoring station in Tasmania, and for point source dispersion
in the convective boundary layer, to illustrate the different results that can be expected from
the EGM and LPM configurations of the model.

2 Meteorological component

The meteorologica component of TAPM is an incompressible, non-hydrostatic, primitive
equation model with aterrain-following vertical coordinate for three-dimensional simulations.
It includes parameterisations for cloud micro-physical processes, turbulence closure,
vegetative canopy and soil, and radiative fluxes.

In order to represent synoptic-scale meteorology in the model, we use an approach based on
McNider and Pielke (1981), whereby pressure and temperature are written as a base-state plus
synoptic and mesoscale perturbations. Under this approach, the synoptic-scale pressure
gradient can be represented explicitly in the horizontal momentum equations as a function of
the synoptic wind, which is provided to the model as an input. The pressure and temperature
variables in the model represent the base-state plus the mesoscale perturbation, whereas the
momentum equations are solved for the total wind components.

The model solution for horizontal wind components is weakly nudged towards the synoptic-
scale input values of these variables. The virtual potential temperature and specific humidity
predictions in all grid columns are nudged towards the synoptic profile at the centre of the
domain. This is because these variables in the model only represent a base state plus
mesoscale perturbation. Nudging towards the central synoptic-scale profile ensures that the
base state is regularly updated.

The horizontal model domain size should be restricted in size to less than about 1000 km x
1000 km. The reasons for this restriction are that the model equations neglect the curvature of
the earth and assume a constant coriolis force and a uniform distance grid spacing across the
domain, and as described above, the synoptic scale perturbations to the pressure and
temperature are neglected (except for their influence on the winds).

2.1 Basemeteorological variables

The mean wind is determined for the horizonta components » and v (m s%) from the
momentum equations and the terrain following vertical velocity ¢ (m s®) from the continuity
equation. Potential virtual temperature 8, (K) is determined from an equation combining

conservation of heat and water vapour. The Exner pressure function 7=, + 7, (J kgt K™
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is determined from the sum of the hydrostatic component 72,, and non-hydrostatic component
71, (see Section 2.2). The equations for these variables are as follows

du ow'u' 'do _,(dm o do
E_F() o & (é'x+(? j fv=v,)=-N,(u-u,) (1)
= F(v) + Zf e(i;’ j”@ flu-u)=N,(-v,) @)
9o _ (o, o" (a"aj 0 (do 3
do~ | oy o"a o o"a @;
do, 0"w9 oo
7 =F(@@,)+ E+S N6, -6,) (4)
iﬂ:_é(‘?_aj (5)
o 0\ o
where
t = time(s),

x,y,0 = theterrain - following coordinates (m),

[ Z_ZS
o=z, ,
ZT _Zs

z = cartesian vertical coordinate (m),

z, = height of model top (m),

z, = terrain height (m),

dt ot o @z o"a

F (@) =horizontal filtering of ¢ (seeSection 4.3),

w' ¢ = vertical flux of ¢ (seeSection 2.4),

f = Coriolis parameter (477,sin(lat)/(24* 3600)) (s™),
7T, = 3.14159265,
lat = latitude (°),

u,,v,,0, = largescaesynoptic windsand potential virtual temperature,
= largescal e nudging coefficient (1/(24zt,)),
At = timeinterval of synopticanalyses,
= H—(E) - ASW (seeSections2.3and 2.5),
T \ 2 ) raprarion ¢,

T = temperature (K),

6,

g = gravitational constant (9.81ms?),
A = latent heat of vaporisation of water (2.5x10° Jkg™),
¢, = specificheat at constant pressure (1006 Jkg™ K ™),
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do _ (a szdzs do [a szsz do ( z, j
17,3 ok ﬁy z 7% & z,—z,)

N

2.2 Non-hydrostatic pressure

The non-hydrostatic component of the Exner pressure function 72, is determined by taking
gpatial derivatives of the three momentum equations and the time derivative of the continuity
equation, and then eliminating all time derivatives in the continuity equation by substitution.
The following assumes all products of Coriolis terms and terrain gradients, and all turbulence
and synoptic variation terms can be neglected. The resultant equation for 72, is

2 2 2 2 2 52
o°m, +20"_ao" my |, 9%y +20"_ao" T, +(0"_0’J o°m,
ox? & &do  o* & dydo \ & ) do?
on dITN N o,
o Ty ¢ do

(6)

+C,

:Rn7

with coefficients

c =t a0, 0"0 do c 1(06, 0"0 do

* HV O o"J &) 7% o"J @/

c _1(06, do do 20, do 20, (0”0} +o" a+o"a

7 6| o dc 7% éj/ o"'a ok ox? dyz’

o o LR, OR R, . I o"

e\ &k & do “o"a

P TR TRPY. B Sy WY d_a(d_aj |
K o do o\ &

RV=—u&—v&—0’ﬂ—f(u—u) —J(—a] ,
& o Jo & o\ o

_ do Jdo | OJo o, aa o, 6

R, =—u—-v—-0—-6,

ok oy Jo Ox ax dy

, 0% o’c , ,0%0 , ( ( J ( Jj
+u + 2uv +v
o2 oxoy 0')/2
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2.3 Water and micro-physics

Conservation equations are solved for specific humidities (kgkg™®) ¢ =g, +q. and g,

representing the sum of water vapour and cloud water, and rain water respectively

dg _du'q Vg  Iwq do
_q: q + q + q _+SqV +SqC _Ns(qV_qu)
i & & do &

dq :dMQR_'_dVQR_'_dWQRd_U_'_S -VquRd—J

i & & do & o &
with

S, +S,.+S, =micro- physical sourceterms,
q,, = Synopticscale specific humidity of water vapour,
V, =rainfall terminal velocity,

(7)

(8)

and the specific humidity of water vapour ¢, and the saturated specific humidity g,

determined from

g, =min(g,q;),
_ 0.622¢;
R —
(p —0.378¢,)
p = pressure(Pa), and

e, =6.1ex i( 1 —EJ
ST R \27315 T)/

Micro-physicsis based on Katzfey and Ryan (1997) for warm rain (ice processes are generally
important only for temperatures less than -10 °C), and includes bulk parameterisations for
condensation of water vapor, evaporation of cloud water and rain water, auto-conversion and
collection of cloud water to form rain water, and an expression for the rainfall termina

velocity.

The source terms in the water conservation equations are determined by

Sy = "He ~Bry Sy, =HBe ~Fey S

qy qc R =PCR +PVR’

q

where
-1
P, :(qy -qu 1+ s
AV c, dr

4 7 1/3
P., =0.057g max(0, ¢, —0.0001) (Mj + 0-884chR(

NCpW
1/4
05+ 0-349( PP
NP PN} AN
P, =min(0, -1 5
Qys Py A + R, T

KR,T? e,D,
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Therainfall terminal velocity is determined from: V, = —2.12{ y
Jo,
R

12
2ng j

Constants are
N, =5x10"m® A, =3846m™, p, =1000kgm=, R, =461.5Jkg™* K™,
U =18%x10°kgm's K =0.025Jm*s*, D, =25x10° m’s™,

Calculation of the precipitation rate (ms?) at the surface is from P = iVTq 2(0), where
Jo,

w
q:(0) isthe amount of rain reaching the ground.

2.4 Turbulence and diffusion

Turbulence closure in the mean equations uses a gradient diffusion approach which depends
on a diffusion coefficient K and gradients of mean variables, and includes a counter-gradient
correction for potential virtual temperature based on Deardorff (1966). Using Cartesian tensor
notation, the fluxes are

- ~ Ou,
u:u':gEJI—K %+_j,
R

7 _ op
ui¢ - _K(E - y¢J1

where

i, j aresubscriptsfor thethreecoordinatedirections(i.e.i =12,3for x,y,z respectively),
u;,u,; represent velocities,

_[1ifi=,
" {0 otherwise,
@ representsascalar,
Y, iszero,except for thevertical flux of 6, (y, =0.00065K m™).
The turbulence scheme used to calculate K is the standard £-£ model in 3-d terrain-following
coordinates, with constants for the eddy dissipation rate equation derived from the analysis of

Duynkerke (1988). The model solves prognostic equations for the turbulence kinetic energy
(F) and the eddy dissipation rate (&)

2
d_E:i(Kd_EJ+i Kd_E +(d—JJ i(Kd—EJHQ +P, -, 9
da &\ &) o\ &) &) oo\ do
2
de 9 (k) 9 k) (%) 2 1 %)
i &\ &) . ) \&) do Jdo
+§(c.§1 max(P,, P, + P,) = c.,€), (10)
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where
oK au Ou 60) ov v Ov ov 60 (aw 60)
ax 00 Ox dy 00 Oy 00 0z

du oudo v v aajj

Sav)
I

+K|| —+——+ —+———
dy 00 dy Ox 00 Ox

+K

ou 90 , Ow awaaj ov 90 ow ow do )’
90 0z ax 00 Ox 90 0z ay 60 ay

06, 0o
Pb = —éK(_V__ ygv] ,

2

and K =¢,, E? ¢, =0.09, c,, =0.69, c,, =146, and c,, =1.83.

As an alternative to Equation (10) the model has an option to use a diagnostic eddy dissipation
rate based on Duynkerke and Driedonks (1987). In this approach,

3/2

E=c, —,
[

[ =min(l,.1.),

-1
lb: ¢_M+l ,
kz 1

o

-1/2
| =036Ev2 8 %
s 0 dZ ’

v

IEzdz

IEdz ,

@,, = Surfacelayer similarity function (see Section 2.6.3),
k = von Karman constant (0.4).

/=03

2.5 Radiation

2.5.1 Clear-sky

Radiation at the surface is used for the computation of surface boundary conditions and
scaling variables (see later), with the clear-sky incoming shortwave component from Mahrer
and Pielke (1977),

. (a, —a,(z,))SgopeS, COSX;forcos xy >0

lclearsiy) = 0; for cosy <0’
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and the clear-sky incoming long-wave component from Dilley and O’ Brien (1999),

T(O_ ) 6 ]"(O- ) 1/2
Rli:lf(clear—vky) = 5938 + 1137 —1 + 969 —~—1 cosa y
‘ 273.15 25

with

a, =0.485+0515(1.014 - 0.16/ /cos ),
0.3

r(o) J

cos Y

a,(o)= 0.039(

r(o) = f’ pgdo isthecolumn water vapour amount (kg m or mm) between z, and o,
x isthezenithangle, and S, isthesolar constant (1367 W m™).

The solar declination, zenith, and terrain slope angles are calculated using
sing, =sin(23.577, /180)sin(277,day | 365),

cos y = cos(lat) cosd, cos{7r. (hour —12)/12) + sin(lat)sind.,

_ COSi
= ooy

4l [0z 2 (oz ) 4l [0z, 0z "
a =tan s + s ’ ,7 = tan s s _ "% ,
Ox dy dy A\ Ox 2
B =sin(cosd, sin(7r. (hour —12)/12)/sin x),

lat = |atitude, day = day of year (1= 21March),
hour = hour of day (24 hour clock), 77, = 3.14159265.

sope , COSi =C0Sa Cos ) +sinasin ycos(8-n),

2.5.2 Cloudy sky

The clear-sky incoming radiation components from the previous section are modified for
liquid water effects using an approach based on Stephens (1978). The method ignores any
heating/cooling effects of water vapour and other gases in non-cloudy layers, and assumes
clear and cloudy sky contributions can be treated separately.

Incoming shortwave radiation at the model top isinitialised with the value
Rin (ZT) - Rin

sw sw(clear—sky)

and this value is modified by integrating downwards for each model level and to the surface
using
R" (0) =R" (g +Ao)W

sw sw Transmission ?

and using a fit to within 0.05 of the W functions from Figure 3 of Stephens (1978) for the
transmi ssion/absorption of shortwave radiation (ignoring zenith angle dependence)

_[expl-16w +1372) w <025
Transmission 004, W > 025 ’
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_[o.3w; W <0.25

Aporption 10,15, W >0.25
Incoming longwave radiation at the model top isinitialised with the value
Rll: (ZT) = R;X(c’lear—sky') '
and this value is modified by integrating downwards for each model level and to the surface
using
R(0) = Ri (0 + Do)~ €01 (0))+ £11(0)0, T (0),
£"(0) =1-exp(-158% ), and

W =p(qc *+qz)A0.

Radiative heating and cooling at each model level is accounted for via the source term in the
prognostic equation for temperature with

ar _ 1 0%, 00
ot RADIATION e P Jo ok ,
where for each model level

LIJHeat (0-) = Rsl:lv (0- + AO_)LIJ

Absorption + Rllvnv (0-) - Rl(::” (0-) ’

with the incoming shortwave and longwave components from the above expressions. The
outgoing longwave radiation is calculated by initialising at the surface with

R} (2,) = Rilear-ay) = O T " (2,) COS(@) ,

and then modifying this value by integrating upwards for each model level using

R (0) =R} (0 - Aa)(l— e (0’))+ M (0)o,T*(0),

w w

£ (o) =1- exp(-130W),

W =p(qc +q;)A0,
where g, =5.67x10° W m™ K isthe Stefan Boltzman constant.

2.6 Surfaceboundary conditions

Boundary conditions for mean variables at the surface are zero velocity, 7, from the
hydrostatic equation (5), 6,, =c,T,(1+061q,)/ n,, with 7, =(1-0,)T, +0,T, and

v

q9,=01-0,)q, +0,q,, where o, is the fraction of foliage cover and subscripts g and f

denote soil and foliage respectively. The soil and vegetation parameterisations described
below are based on those from Kowalczyk et al. (1991).

2.6.1 Soil parameterisation
Equations for soil temperature 7, , moisture content 77, and specific humidity ¢, are

0T, _372G, TAT,-T,)
Jt ped,  24x3600




CSIRO Atmospheric Research Technical Paper no. 43

an, __ olE,0-0)-p1-0,)P+0,P)) c,@1,-n.,)
ot p.d; 24x3600 '

qg = fwetq:) +(1_fwet )ql’

where

G, =RI(l-a,)+R; —0gT; cosa-H, - AE, = soil heat flux (W m?),

w

H, =pe, (8, -6,)/r, =sensibleheat flux (W m?),
AE, = pA(q, —q,)! r, = evaporative heat flux (W m™),

r,, isthe aerodynamic resistance (see Section 2.6.3),

n by, n 8b,
enaff ((2T)
,7eq ,7d ’79: /7(,786‘] L nsat

T,,n, = deepsoil temperature and moisture (model input),
A =25x10° Jkg™, p, =1000kgm=,

dl' = w, dl =0.1
| perm

ay.k,, p,,c, =soil abedo, conductivity, density, and heat capacity,
P, P, = precipitation reaching the vegetation and soil respectively,
g, =s0il saturated specific humidity.

The soil characteristics are specified for three soil types

k, =419(a,n, =b,1.*),

pe, =[1=-n,)p"c” +n.p,c,,

c, =4186,
Sand:
10 ; for n. <0.05,
=4 (181, +0.962
“ M otherwise.
(50n, +0.2)
¢, =20
1 ; for n. 2015,
S =91149(n, —0.063); for 0.063<77, <015,
0 ; for n. <0.063.

,7r = ,70 /,7sat ’nsat = 0395’,7 wilt = 0068’
a, =0004,b, =0.006, 0" =1600,c" =800,a , =0387,0, =4.

s

10
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Sandy Clay Loam:
10 ; for n. <0.226,
¢, =4 (178, +0.253)

; otherwise.
(2.96n, —0581)
¢, =30
1 ; for . 2 0.365,
Lo =1690(n7. —0.22) ; for 0.22 <n. <0.365,
0 ; for n, <0.22.

,7r = ,70 /,7sat ',7 sat = 0420’,7 wilt = 0175’
a, =0003,h, =0004,p" =1600,c =845,a, =0135,h, =6.

Clay:
10 ; for n. <0421,
¢, =1 (2221, - 0556) . otherwise.
(2.78n. —1114)
c, =19;
1 ; for n. =052,
fou =1833(n. —040) ; for0.40<n, <052,
0 ; for n. <0.40.

,7r = ,70 /,7sat "7 sat = 0482',7 wilt = 0286’
a, =0002,b, =0003, " =1600,c;” =890,a, =0083, =12

2.6.2 Vegetation parameterisation

The vegetation temperature 7, is calculated from a surface energy balance

O=R! (1-a,)+R; —04T; cosa —H, -AE,

sw

using Newton iteration, where the outward long wave radiation and sensible (# ) and latent
(E,) heat fluxes are treated as functions of 7, with

H,=pc,(0,-86)r,,
E, =(1-B)E, +BE,,
E, =p(q, —q)(ry +1,),
E,=p(q; —q)]ry,
S if condensation (¢, >¢/,)
p _{m, /(0.0002LAI):; if evapotranspiration

om
L=P-BE Ip,,
d[ ﬁw Iow

where m, isthe moisture reservoir and r,, isthe aerodynamic resistance (see Section 2.6.3).

11
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Table 1. Vegetation (land-use) characteristics used in TAPM.

V egetation Types: hm | o, LAI | 7, (m™)
1. Forest —tall dense 42.00 0.75 4.8 370
2: Forest —tall mid-dense 36.50 0.75 6.3 330
3: Forest — dense 25.00 0.75 5.0 260
4: Forest - mid-dense 17.00 0.50 3.8 200
5: Forest - sparse (woodland) 12.00 0.25 2.8 150
6: Forest - very sparse (woodland) 10.00 0.25 2.5 130
7. Forest - low dense 9.00 0.75 3.9 200
8: Forest - low mid-dense 7.00 0.50 2.8 150
9: Forest - low sparse (woodland) 5.50 0.25 2.0 110
10: Shrubland - tall mid-dense (scrub) 3.00 0.50 2.6 160
11: Shrubland - tall sparse 2.50 0.25 1.7 100
12: Shrubland - tall very sparse 2.00 0.25 1.9 120
13: Shrubland - low mid-dense 1.00 0.50 1.4 90
14: Shrubland - low sparse 0.60 0.25 15 90
15: Shrubland - low very sparse 0.50 0.25 1.2 80
16: Grassland — sparse hummock 0.50 0.25 1.6 90
17: Grassland - very sparse hummock 0.45 0.25 1.4 90
18: Grassland — dense tussock 0.75 0.75 2.3 150
19: Grassland - mid-dense tussock 0.60 0.50 1.2 80
20: Grassland — sparse tussock 0.45 0.25 1.7 100
21: Grassland - very sparse tussock 0.40 0.25 1.2 80
22: Pasture/herbfield - dense (perennial) 0.60 0.75 2.3 80
23: Pasture/herbfield - dense (seasonal) 0.60 0.75 2.3 80
24 Pasture/herbfield - mid-dense (perennial) 0.45 0.50 1.2 40
25: Pasture/herbfield - mid-dense (seasonal) 0.45 0.50 1.2 40
26: Pasture/herbfield — sparse 0.35 0.25 19 120
27 Pasture/herbfield — very sparse 0.30 0.25 1.0 80
28: Littora 2.50 0.50 3.0 180
29: Permanent lake 0.00 0.00 2.0 100
30: Ephemeral lake (salt) 0.00 0.00 2.0 100
31: Urban 10.00 0.75 2.0 100

The vegetation specific humidity ¢, is calculated from ¢, = ¢, = E,r;/ p, and the stomatal
resistance r is calculated using

r N
= FF,'Fj'F*

Ts

and

F]_ 1+f F2 —_ ,7(1 _nwllt
f+(r, /5000) ’ 0.7, -

wtlt

12
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RN 2
R" LAl

F, =1-0.00025(¢, —e¢,), F, =1-0.0016(298-T;)?, f =055

Other variables are
a, = Vegetation albedo (0.2),
q, = Vegetation saturated specific humidity,
e, = Vegetation saturated vapour pressure,
_[3owm?; if 2, >0.3
) {1oow m?; if z,, <03
z,, = Vegetation roughnesslength (m) =4, /10 (0.05< z,, <1.00),
h, = Vegetation height (m),
o, = Fraction of surfacecovered by vegetation,
LAI = Leaf Arealndex,
r,, = minimum stomatal resistance (s™).

The vegetation (land-use) types used in TAPM are based on a CSIRO Wildlife and Ecology
Categorisation (Graetz, 1998, personal communication), and are listed in Table 1.

2.6.3 Surface fluxes and turbulence

Boundary conditions for the turbulent fluxes are determined by Monin-Obukhov surface layer
scaling variables with stability functions from Dyer and Hicks (1970)

|l = 2 2 2 [N 2 2 [
wh'| = u*u/w/ul tvg, wh| = u*v/w/ul tvy, w'é
where

w, =knuZ +v2 11,0, =k(6,-6,)/1,.6. =k(6,-6,)1,.q. =k(g, —q,)!I,,,
-1 -2
In(ﬁ]—2In[1+¢/‘_41(21)J—In(1+¢f42 (Zl)]
Zg 1+ ¢, (z,) 1+ ¢, (z,)
I = +2lan”(gy) () - tan g )i <0

NEA +5(ﬂ}ifﬁ20
Z, L L

IH :IaH +IbH’

-1
In(i] - 2In(1+¢+1(zl)j, if ZL<0
Zg 1+ @, (z;) L

]aH =
In| 2= +5(ﬂj,ifizo
Z, L L
1, :In(z—oj,
Zr

—_ [
0= u.8,, wq‘o— Ueq. .

13
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ry =1y k), vy =1, 10w, vy, =1, (ku.),

-1/4 -1/2
(1—165) :for Z< 0 (1—16£J for Z< 0
_ L L _ L L
¢M - ’ ¢[—1 - ]
(1+ SEJ; for z >0 (1+ 55} for z >0
L L L L

with = = *2€0:
uso,

, and z, = z,/7.4 fromGarratt (1992),

and thegradient Richardson number R, = 5¢—’;’,

D
whichin thestablelimit givesacritica valueof R, =0.2.

These equations are solved iteratively, with the restrictions that u’ +v2 =05 ms?,
z,/ L<1,and 005< 1, <10 ms™.

Turbulence boundary conditions are specified at the first model level using surface and mixed
layer scaling, for the prognostic turbulence equations

3

E=c""u?+05w? and €= u—*(om —éu,ﬂv* :
kz 7

v

where w. isthe convective velocity scale (m s?) defined as

1/3
= -gzu.0, ,
6

v

and z, isthe convective boundary layer height (m). The boundary layer height in convective

conditions is defined as the first model level above the surface for which the vertical heat flux
IS negative, while in stable/neutral conditions it is defined as the first model level above the
surface that has a vertical heat flux less than 5% of the surface value following Derbyshire
(1990).

2.7 Initial conditions and boundary conditions

The model is initialised at each grid point with values of « ,v_,8, ,q, interpolated from the

synoptic analyses. Iso-lines of these variables are oriented to be parallel to mean sealevel (ie:
cutting into the terrain). Turbulence levels are set to their minimum values as the model is
started at midnight. The Exner pressure function is integrated from mean sea level to the
model top to determine the top boundary condition. The Exner pressure and terrain-following
vertical velocity are then diagnosed using equations (3) and (5) respectively. Surface
temperature and moisture are set to the deep soil values specified, with surface temperature
adjusted for terrain height using the synoptic lapse rate.

At the model top boundary, all variables are set at their synoptic values u_,v_,8, ,q., While

zero gradient boundary conditions are used for all variables at the lateral boundaries. The
terrain is smoothed near the lateral boundaries to reduce noise created by the boundary
conditions. If the nesting option is used, one-way nested boundary conditions are used for the
prognostic equations (1), (2), (4), and (7) using an approach based on Davies (1976). For
example for u, an additional term is added to the right hand side of equation (1).

14



The Air Pollution Model (TAPM) Version 1: Technical Description and Examples

du (u—u)
E_RHS( u) = FNESTTt
where # isinterpolated from the coarse outer grid onto the fine inner grid, and

FNEST :maX(Gx’Gy)
. 1 2
1—[1 J ; fori=1..,nm,;

A2
G, = 1_[nx—zJ; fori=n, —(n, -1),...,n_;

0; otherwise.

and similarly for G, with n,_ the number of grid points in the x direction, and », =5 the
number of grid pointsin from the grid edge over which the solutions are meshed.

3 Air pollution component

3.1 Eulerian grid module

The Eulerian Grid Module (EGM) consists of nestable grid-based solutions of the Eulerian
concentration equation representing advection, diffusion, and chemical reactions. Dry and wet
deposition processes are a so included.

3.1.1 Pollutant equations

The prognostic equation for concentration y is similar to that for the potentia virtual
temperature and specific humidity variables, and includes advection, diffusion, and terms to
represent pollutant emissions S, and chemical reactions R,

d_)(zi(K o")(j d(K é’_XJ_(ﬁ_Uji(wr_Xv)J,S +R,. (11)
dt &\ "&) d\ ) \&)oo oA

The expression for the vertical flux of tracer concentration includes counter-gradient fluxes as
follows

d)( oo (1 C)(s)E g

g
‘o & e, £8°X

w)( =-K

X1

with

' ' nr 2 '
dOY' _ 9, 99X |, 9(, 90X +(d_aj 9 [y 99x
R G A &) do\ " do

+(K+K %4_%0_0’ (d_X+d_Xd_Jj+ %4_%0"_0' d_X+d_Xd_J
M\ do & N\ Jdo & & Jdod\&d do o

do"J —— 06, do 2 £+
X X - oy (12)

wo ATy !
‘9o & do & ¢, E
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Constants in these equations are ¢, =3.0,¢,; =0.5,and ¢, =1.6, based on those used by Rodl

(1985). The form of these equations has been used in many of the second order closure models
for a meteorological scalar, and has been used by Enger (1986) for dispersion in a convective

boundary layer, athough he also used a prognostic equation for w'y’ . The diffusion
coefficient used for pollutant concentration is K, = 2.5K , where K isthe diffusion coefficient

for meteorological variables (see section 2.4), and the coefficient of 2.5 is based on an analysis
of the second order closure equations from Andren (1990), with constants from Rodi (1985).

Initidly x is set to a background concentration. Values of & x' are initialised to zero as
conditions are thermally stable, and if counter-gradient fluxes are assumed unimportant for a

particular simulation, the solution of equation (12) is omitted and & x' is set to zero.

Generaly, counter-gradient fluxes are only important for near-source diffusion of point
sources, and only when the model resolution is fine enough (less than 1 km) to resolve near-
source concentrations adequately.

For pollutant concentration at inflow boundaries on the outermost grid, a background
concentration is specified, while values at the boundaries of inner grids are obtained from the
previous nest. At outflow boundaries, zero gradient boundary conditions are used. Zero

gradient boundary conditions are used for & ' on all grids.

3.1.2  Chemistry

Gas-phase photochemistry is based on the semi-empirical mechanism called the Generic
Reaction Set (GRS) of Azzi et al. (1992), with the hydrogen peroxide modification of
Venkatram et al. (1997). We have also included gas- and agueous-phase reactions of sulfur
dioxide and particles, with the agueous-phase reactions based on Seinfeld and Pandis (1998).

There are ten reactions for twelve species: smog reactivity (Rsmog), the radical pool (RP),
hydrogen peroxide (H2O), nitric oxide (NO), nitrogen dioxide (NO,), ozone (Os), sulfur
dioxide (SO,), stable non-gaseous organic carbon (SNGOC), stable gaseous nitrogen products
(SGN), stable non-gaseous nitrogen products (SNGN), stable non-gaseous sulfur products
(SNGS), and Airborne Particulate Matter (APM) which includes secondary particulate
concentrations consisting of (SNGOC), (SNGN), and (SNGS).

Thereactions are

Reactions Reaction Rates
R, thV - RP+R, . +1NSNGOC R =k[R,,]
RP+ NO - NO, R, = k,[RP][NO]
NO, + hv - NO + O, R, = k,[NO,]

NO + 0O, - NO, R, = k,[NO][O;]
RP+ RP - RP +aH,0, R = k[RP][RP]
RP + NO, — SGN R¢ = ks[RP][NO,]
RP + NO, — SNGN R, = k,[RP][NO,]
RP + S50, - SNGS Ry = kg[RP][SO,]
H,0, + S50, - SNGS Ry = ky[H,0,][S0,]
0, + 50, - SNGS Ry = kio[O5][SO,]
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where [A4] denotes concentration of species 4 and /v denotes ultra-violet radiation.
Yield coefficients are

— [R.Ym()g ]
a =max| 0.03,exp —0.0261 ,

[NO,]
n=01
and reaction rate coefficients are
by = ksf,

k, = 3580/(607),

k, = 0.00015.TSR / 60,

k, =(924/60T) exp(-1450/T),
ky = (1000/ 60),

ks = (0.12/60),

k, = kg,
kg = 0.1k,
7.45x10'[H a )
9 = 1+13:H+] : KH_S(IV)KH_HZOZL-R-T-]-O 9,
hio = (24x10°a, +37x10°a, +1'5x10902)KH_S(IV)KH_O3L.R.T.1O_91
with
[H*]=107"",
_ Ko so, Ky s, Ky s,
aO - —,a =-a,.——.a, =a —_—

T R V- A B V-
K K
Fro =K”°‘”2[1+ T8 (“ ] B

- )

- 11
K =9.4x10 exp| - 2520 — -= ||,
- p( 0(298 Tj]

@l K, <(L.RT)™),
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where APM isin pug m™, al other species are in units of ppb, the rate coefficients k,,k, aein
st and k,,k,, ke, kg, ko kg, ko kyy, are in ppb™ st temperature T is in K, the total solar
radiation 7SR isin W m', R is the gas constant (0.082) in atm M™* K™, L is the volume based
liquid water fraction related to the liquid water specific humidity by L =¢,p/ p, ,

e o 2~

423+109/ cosZ; if 0<sZ <47
0 =582 if 47<7<64,
-0997 +12(1-cosZ); if 64<Z <90

and Z isthe zenith angle in degrees.

The value of the yield factor 7 for SNGOC is a preliminary one, and needs to be determined
more accurately from data. We have aso increased the reaction rate for RP destruction 4

over the value of Azzi (1992), in order to give realistic values for the gas-phase reaction of
SO; in the absence of NOy. This change had no significant effect on concentrations of other
gases. The secondary formation of APM by the various processes is in a preliminary form
here, and needs to be verified against appropriate data.

The concept of using Rsneg rather than Volatile Organic Compounds (VOCs) in the reaction
equations follows from the work of Johnson (1984). The concentration of Rsneg iS defined as a
reactivity coefficient multiplied by VOC concentration. For example, Johnson (1984) has used
[Remog] = 0.0067[VOC] for typical 1980's Australian urban air dominated by motor vehicles.
Empiricaly determined reactivity coefficients for individual VOC species are available from
smog chamber experiments, while numericaly determined reactivity coefficients have been
calculated by comparison of the GRS mechanism with more complex mechanisms (Cope,
1999, personal communication)

Table 2 : Characteristics of the CBIV lumped VOC species needed for the GRS mechanism
(Cope, 1999, personal communication).

CBIV Lumped VOC Carbon Molecular CBIV
Species (i) Number Weight Reactivity (4,)
(cn) (mw,) (ppb ppbCH
Formal dehyde (FORM) (CH0) 1 30 0.0174
Higher Aldehydes (ALD2) (C,H40) 2 44 -0.00081
Ethene (ETH) (C;H,) 2 28 0.0153
Alkenes (Olefins) (OLE) (CoHy) 2 28 0.0127
Alkanes (Paraffins) (PAR) (CH.) 1 14 0.00095
Toluene (TOL) (C;Hg) 7 92 0.0049
Xylene (XYL) (CgH1o) 8 106 0.0145
Isoprene (1SOP) (CsHsg) 5 68 0.0092

18



The Air Pollution Model (TAPM) Version 1: Technical Description and Examples

Emissions from VOC sources usually consist of more than one type of VOC, necessitating the
Rsmog €mission rate to be calculated in the following way

14CN
Oromos = Z— a,0,,

where O; is the emission rate (g ) for each VOC, g; isits reactivity, CN; isits carbon number
and MW; is its molecular weight. An alternative (and more precise) approach is to use a
standard reactivity coefficient for a standard VOC mixture (for example Qgsmog = 0.00640y0¢)
with perturbations about this standard accounted for using the individual species reactivity
coefficients (Cope, 1999, personal communication). Sample perturbation coefficients for the
Carbon Bond 1V (CBIV) mechanism are summarised in Table 2.

If we define [NO, 1=[NO]+[NO,] and [SP,]=[0,] +[NO,] (analogous to the definition
of Smog Produced by Johnson, 1984, but without including SGN and SNGN), we do not need

the differential equations for NO and Os. The resulting reaction terms for the prognostic
equation (11) for the eight pollutants APM, SO, NOx, Remnog, SPx, NO2, RP, and H,O; are

R[APM = CH2’7R1 + FHN03R7 + FH2S04 (RS + R9 + RlO)

Rso2 =—Rs — Ry — R
RNOX =-Rs R,

R (Ropy] = 0

R[SPX =R, -Rs—R; — Ry

R[N02 =R,~R;+R,~Rs— R,
R[RP =R —R,~R;—Rs—R; R4
R[ =aR; - R,

Hy0,]

where F,,,, = 2.6, F, s, =4.0,F.,, =057, are approximate factors to convert the stable
non-gaseous compounds to APM in pg m> at NTP.

The potentialy fast reactions in the reduced system are for SO,, NO,, RP, and H,O,. This
implies that a small explicit timestep is necessary, but this restriction can be overcome by
using a simple implicit solution procedure described later. This approach then allows large
numerical time-steps to be used, provided the pH of the liquid water present is below about
5.5 (so that the reaction between Oz and SO, to produce SNGS (R;y) does not dominate the
aqueous phase reactions). Note that the default pH of the liquid water present in the model is
4.5, whichistypical of Australian conditions.

3.1.3 Deposition

The dry deposition formulation for pollutants follows that of Physick (1994) in which all
scalars behave like heat in terms of roughness length and stability function. Knowing the
resistance functions for hesat transfer »,, and r,,, (Section 2.6.3), and the stomatal resistance

= _XlVd )

-1
where the deposition velocity is V, ( +r ) , the aerodynamic resistance is

surface

row =1 41 (D, /DX)Z’3 the surface resistance r

aero surface

depends on the surface type, and
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D, and D, ae molecular diffusivities for water vapour and pollutant concentration
respectively.

o,p N o,1-5) +(l—af)
Voo 7, Voo T15(D, D) T, T,

aero water aero aero soil

1

For aland surface, V, =

and for awater surface, V, =
,

aero rwater

Non-zero deposition velocities are used for the pollutants APM, NO,, NO, Oz, SO, and H,O,,
with resistance values based on information in Wesley (1989), Harley et al. (1993) and
Manins et al. (1996)

APM: r.. =0,r,, =1000,D, /D, =10;
NO.: r,,. =9500,r, =500,D, /D,,, =16;
NO:  r,,., =9500,r,, =5000,D, /D,, =13,
O3 7. =2000,r, =300,D,6/D,, =1.6;
SO, r,. =0,r,;, =500,D, /D, =1.9;
H.O.: r,,. =0,r,, =100,D, /D,,,, =1.4.

Wet deposition is important only for highly soluble gases and particles. For the pollutants
considered in this model, the only ones removed by wet processes are APM, SO,, and H,O..

For the gases SO, and H,O,, the amount of each pollutant dissolved in the rain-water fraction
of the liquid water is computed for pollutant 4 as [A], =(L,RTK, ,)[A4], where

L, =q.p! p, 1s the liquid rain-water volume fraction, R is the gas constant (0.082) in
amM™ K™, T istemperature in K, K, , is the effective Henry's Law coefficient for 4, and

concentrations are in ppb. [A4], isthen vertically advected at the speed of the falling rain (V7),
to give [ 4]z yewy - Thenew value of 4 isthen [A] .y = [4] =[A4]x +[ 4] xnewy -

For APM, the same approach is used as for the gases, except that we assume
Ky =Ky yuy =(LRT)™ (ie: that al particles are dissolved in the available water), with
thetotal liquid water volumefraction L, =(q. +q,)p! o, -

3.2 Lagrangian particle module

The Lagrangian Particle Module (LPM) can be used on the inner-most nest for selected point
sources to allow a more detailed account of near-source effects, including gradual plume rise
and near-source dispersion. The LPM uses a PARTPUFF approach as described by Hurley
(1994), whereby mass is represented as a puff in the horizontal direction, and as a particle in
the vertical direction. This configuration has been used successfully in the Lagrangian
Atmospheric Dispersion Model (LADM, Physick et al., 1994). Chemistry is accounted for in a
straightforward coupled manner with the EGM, without having to convert secondary pollutant
concentration back to particle mass. This is done by tracking primary emissions for a
particular source with the LPM and accounting for reactions using the EGM (see later).
Deposition processes are neglected in the LPM. Once particles have travelled for a certain
length of time (model input), the particle is no longer tracked and its mass is converted to
concentration and put onto the EGM grid.
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3.2.1 Pollutant equations

In the horizontal directions, particle position is updated through advection by the ambient
wind, with diffusion accounted for through a puff width relation based on statistical diffusion
theory

d 2
“y :2(0'2+0'2 W 1-expl - ||,
dt vooomn T,

where

2
au 1

J;; aretheambient and plumerise horizontal velocity variancesrespectivdy,

2 2
o =E-3w'",

o, isspecifiedin Section 3.3,
207 . : : o
T, = Ce isthe ambient horizontal L agrangian timescale,
0

andC, = 2.0.

In the vertical direction, particle position is updated using
do

particle

dt
where

:J'+J"+o";,

o isthe particle position in terrain following coordinates,

particle
o isthe mean ambient vertical velocity,
o' isthe perturbation of vertical velocity due to ambient turbulence,

g, istheperturbation of vertical velocity dueto plumeriseeffects.

Perfect reflection of particle vertical position and velocity is used at the ground.

The perturbation of vertical velocity due to ambient turbulence is determined from the
solution of a Langevin equation using a non-stationary turbulence extension of the approach
of Franzese et al. (1999)

U":w'—aa
Z 1

aw' =(a, + a,w' +a,w'*)dt + b,é,

where & is arandom number from a Gaussian distribution with mean zero and variance one,
and

b, =4/ C,é&dt,
1 ow® ow*) w2 ([ow? oaw? —w'?
3| ot 0z w2l ot 0z 0z
a2 = —V\ ]
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92 5 13 N
a, = 1_ ow +aw —-Coe—2w'"a, |,
2W’2 at aZ
_ow?
0 aZ 2"

Vertical velocity variance w'? can be diagnosed from the following modified prognostic
equation of Gibson and Launder (1978) and Andren (1990), when all advection and diffusion
terms are neglected and the boundary layer assumption is made (see Mellor and Yamada,
1982),

-1
E [ l c, 1

2 = gE+—( 2-¢c, —c.,—)P. +(2 —«c., —c..—)P, —ggjj_(]ﬁ—‘“l—j ,
(3 Cslg ( CAZ ch kZ) K ( s3 w3 kZ) b 3 cs1 kZ

with constants from Rodi (1985)
¢, =220, ¢,, =163, ¢, =0.73, ¢, =100, ¢,, =024, ¢ , =00.

Higher-order moments of the vertical velocity distribution w? and w'* are determined from
the vertical velocity variance using

—_— —\\3/2
w' = O.8(max(0, w'? — wiz )) ,

v 2
Y- v

in the convective boundary layer, and Gaussian values used el sewhere

w3 =0.0,
— —\2
w' =3.O(w'2) )

The subscript 1 here refers to the value of this variable at the first model level (10 m). This
parameterisation produces a skewness of zero at the bottom and top of the convective
boundary layer, and a peak value of about 0.6 within this layer. These parameterisations agree
with measurements in the convective boundary layer as discussed by Luhar ez al. (1996).

The perturbation of vertical velocity due to plume rise effects is determined using a random
walk approach

d; = (Wp +fo—wz7 )%_j’

where & is arandom number from a Gaussian distribution with mean zero and variance one,
and plumerisevariables w, and o, are defined in Section 3.3.

In order to calculate total pollutant concentration for use in chemistry calculations and time-
averaging, particles are converted to concentration at grid points of the EGM using the
equation for the concentration increment of a particle at agrid point

Am
A)(:—2 exp - ,
21,0, 0z p( J

1’2
2
Zay
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where

Am isthe particlemass,

o, isthestandard deviation of horizontal puff width,

Az isthevertical grid spacing,

r isthe horizontal distance from the particle position to thegrid point.

3.2.2  Chemistry

Pollutant emissions are converted to particle mass on release from the source, and stored for
the variables APM, SO, NOx, Ranog, SPx and NO,. Chemistry is accounted for in these
variables by the EGM, except for the loss terms in the equation for SO,, which are handled
through an exponential decay of mass with reaction rate k,, = kg[RP] + ko[ H,0,] + k,,[O,] .

This reaction is then not computed in the EGM for the LPM component of SO,. This approach
allows the dispersion of the primary emissions of the above variables to be handled with the
LPM, and avoids any dependence of the LPM on the EGM, except for the first order reaction
rate of SO..

The diagnostic solution for the total concentration isthen
[APM] =[APM],,,, +[APM] ..,
[SO,1 =[S0,],0n +[SO:] s »
[NOx1=[NOy1,py +[NOx]1sou»
[Rsm()g] = [Rsmog]LPM + [Rsmog 1eom
[SPy ] =[SPy 1o +[SPy 16
[NO,] =[NO,], 5 +[NO,] 0 »
[RP] =[RP] 6y »
[H,0,] =[H,0,] -

3.3 Plumerise module

The equations for mean plume rise of a point source emission are based on the model of
Glendening et al. (1984), as ssmplified by Hurley and Manins (1995)

dG

€7 = 2Rlaw + fu,w, + u, )
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with
G=7u,R?,
F:gupR2 —%),
M—;p upszp,
w, =&,

R = (G+u1;/2,),
u, = uf+w2,
u, =u’+v?,

G,F,M = plumevolume, buoyancy,and momentum flux respectively,
R = plumeradius (top - hat cross- section),

u,v,w = cartesian x, y, z componentsof velocity respectivdy,

T = temperature,

s = ambient buoyancy frequency,

subscript a refersto ambient variables, subscript p refersto plumevariables

a =0.1, 8=0.6,y=0.1 arevertica plume, bent - over plume, and ambient turbulence
entrainment constants respectively,

- = 355, g = gravitational constant (9.8m sh.

Initial conditions for these equations are

G() :%WsRsz’ F() :gWsRsz(l_%)’ M() :%WszRSZ’ Ro = /u:::-wz 1

with subscript s representing stack exit conditions. Termination of rise conditions for
determining final plume rise height are based on zero buoyancy flux, and equal plume and
ambient dissipation rates.

Tests of these equations against both the full Glendening and the Briggs (1975) form of the
plume rise equations by Hurley and Manins (1995), showed that the above form was just as
good as the full Glendening form for all conditions. Our form also collapses to the Briggs
form for a bent-over Boussinesq plume, and to the Briggs vertical plume model equations for
zero ambient wind. It was also found that for very hot plumes in a bent-over plume situation,
the Briggs form was very close to our form, even though the Boussinesq approximation was
not strictly valid. This finding is probably due to the rapid decrease of plume temperature
excess with travel time.

In the EGM, plume rise for a point source is accounted for by releasing pollutants at the
effective source height as calculated by the above equations, with a plume depth that assumes
a 2:1 horizontal to vertical plume shape, and that the plume radius for concentration is two-
thirds that of the visual radius R above. Pollutant emissions are then distributed uniformly to
grid points within the plume depth at the nearest horizontal grid point (assuming plume width
isaways sub-grid scale).
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In the LPM, a gradua plume rise approach is used with a random component which depends
on the standard deviation of the vertical velocity due to plume rise effects, and an enhanced
horizontal spread. The standard deviations of velocity assume a slightly simplified form of the
above equation for G, a 2:1 horizontal to vertical plume shape, a plume radius for
concentration of two-thirds the visual radius R, and a standard deviation half that of the radius.
This resultsin the equations

_aw, +fu,w,

O' -
" 3V2u ,

,ando,, =20, .

4 Numerical methods

The flow chart in Figure 1 illustrates the order of calculations in the model. The model uses a
large timestep of 300s on which radiation and surface processes are calculated.
Meteorological and turbulence equations are solved with a timestep of
At,, :ﬁmin(AxM,AyM), where Uy, is a characteristic wind speed (Uy,=30ms? is the

model default), and Ax,, and Ay, are the horizontal grid spacings in metres on the
meteorological grid. Pollution concentration equations for the EGM are solved with atimestep
of Az, =g-min(Ax,,Ay,), where Up=0.5U), and Ax, and Ay, are the horizontal grid

spacings in metres on the pollution grid. The pollution grid can be a subset of the
meteorological grid at finer grid spacing. The maximum synoptic wind speed used by the
model is set to be Uy, in order to avoid Courant numbers being too much greater than 1 for
the meteorology. This restriction was found to be important for the reduction of numerical
error, particularly near the model top and in non-hydrostatic mode.

Model equations are solved using finite difference methods with no grid stagger, a constant
grid spacing in the horizontal directions, and a variable grid spacing in the vertical direction.
Second-order centred spatial differencing is used, for example

1

%”i = on (90— aa),

%‘”j = 0-9.)

| e LIRAR Lo GRS
g(vg} = e (Kt Koo =)~ (K, + K. )o -0,

%(K%”]‘j -3 Aly : (&, + & N - 0)- (&, + &2 o - 0)),
2] ool oS o )
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Start Nesting Loop

Initialisation

Start Main Time Loop (At =300 s)

Update Surface Temperature, Surface Fluxes and Radiation

Start Meteorological Time Loop (Aty)

Semi-Lagrangian Advection

Update Microphysics

Start Gravity Wave Time Loop (Atg)

Update Velocity, Potential Virtual Temperature

and Hydrostatic Exner Pressure Function

End Gravity Wave Time Loop

Update Non-Hydrostatic Exner Pressure Function

Update Specific Humidities of Water VVapour, Cloud
Water and Rain Water

Update Turbulence Kinetic Energy, Eddy
Dissipation Rate and Eddy Diffusivity

End Meteorological Time Loop

Interpolation of Meteorological Variables to the Pollution Grid

Plume Rise Module

Lagrangian Particle Module (LPM)

Start Pollution (EGM) Time Loop (Atp)

Semi-Lagrangian Advection

Update Pollutant Concentrations

End Pollution Time Loop

End Main Time Loop

Output

End Nesting Loop

Figure 1. Flow chart of TAPM.
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4.1 Horizontal advection

Horizontal advection for al prognostic variables is calculated with timesteps At¢,, or Af,
using the semi-Lagrangian technique of McGregor (1993) with the quasi-monotone
conversion of Bermgjo and Staniforth (1992). To O((At)?), the departure point (z; , j*) ingrid
units can be determined for horizontal grid point (7, j) from

n+l/2

_ e O (80)° ( o auJ

o 4y
“Moopx o 20\ ok oy

2 n+l/2
jom o Q7 O o
Ay 2y “a” s
H n+l/2 _ n o _ n-1 ntf _ n+l _ n S
with w7 =154, =05 or u'/' = fu!”+@Q~-f)u’, and similaly for v, for the
meteorological and concentration variables respectively (f accounts for fractional timesteps).
Each prognostic variable can then be determined from q{’;l = ¢ ., using Lagrange cubic

polynomial interpolation separately in each coordinate direction.

ij

Defining i =int(i.) and x, =i, —i, then

@', =—tx (v ~1)x. ~ 2y, +1(x2 -1x. -2
- X, (x. +1)(x. —2)(pi"+1j +1 (x -1,

subject to min(qgf,@iy)s @' < max(@ , @.y;)-

Similarly,if j =int(;.) and y. = j. — j, then

@ ==5r. 0 -2 -2+ 1(y -1). -2)gf,
4.0+ =2+ 20 (07 -2l

subject to minlg?,, ¢7,.,)< o7, < max(czz, ).

4.2 Vertical advection

Vertical advection for all prognostic variables except &, is calculated with timesteps
At or At, using the semi-Lagrangian technique of McGregor (1993) with the quasi-
monotone conversion of Bermejo and Staniforth (1992). To O((At)?), the departure point can
be determined from

n+l/2

0. =0, -0\t +%(At)2(0"3—gj

k

with ¢/"? =1507 -0507" or o/ = fo;" +(1- f)o], for the meteorological and
concentration variables respectively (f accounts for fractional timesteps). Each prognostic
variable can then be determined from ¢/ = ¢ (where k denotes the nearest model level to

o. that satisfies g, <0.), using Lagrange cubic polynomia interpolation (with quasi-
monotone conversion)
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g = 0. -0, J( 0.~ 0 J( o.-0,,, ] )
ke~ -1
Oic1 "0, NG 704y \Ojq =0
Lo m0 J( 0.~ 0 ]( o. —UMJ%,
Oy =0, \NO; 0 \O =04
EERpSAe AN
Jk+1 Jk—l Jk+1 Jk ak+1 Jk+2

o.-0,, | -0, \ 0.-0,.
Oii2 704 N Opio 7O, NOpip 04

subject tomin(gf @7, )< & < max(' . ¢.,)-

4.3 Gravity waves

The equations for the meteorological variables u, v, g, 8,, and 77,, are solved by using a
time-split approach where gravity wave terms are separated from the others and solved on a
small timestep Ar,, = 2min(Ax,,,Ay,,), where Ug = 120 ms™,

ou _ on,

—=-6 —L +R,

o ok

&: o o, iR,

o oy

oo (o"u dvj d*c o
—= —+— | tu + vy ,
Jo & oy Joox doody
%, _ 4% o

o oo "

I, _ _ﬁ(ﬁj N
do 6\

with R, R,, and R, (updated on thetimestep Az, )

do(do\™ o, 0Jn, do
R =g—| —| + -v)-N\lu-u_)-6
u g&(&] FO=v) =N, u-u,) [dx 2 ij
-
RV:gd—a(d—JJ —f(u—us)—NS(v—vS)—Hv Ity 0"7T 9o
o\ ok 3 s &
oK do
RH‘, :SQV y% d—E_N (9 9 )

and also include the nesting terms.
These prognostic equations are solved using the second-order Adams-Bashforth scheme

V.Y B Y G Yl e
u =u +? ,

ot

ot
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while diagnostic vertical integration using the trapezoidal rule is performed from the ground
to the model top to obtain &, and from the model top to the ground to obtain 7, .

On the timestep Az, an implicit tri-diagonal horizontal filter described by Pielke (1984) is
used instead of horizontal diffusion. The filter, represented by F(¢) in equations 1, 2 and 4 of

Section 2.1, is applied separately in each horizontal direction with a filter coefficient of
&=0.10 (increased values are used near the top of the model). The equations solved are

(1— J)QJI”_E + 2(1+ 5)%_”1 + (]_— 5)40:3 = ¢in—1_j + Zq]: + ﬂ’ilj’
L-0)@ L + 2L+ )@ +(L- )@ =g, +2¢ + ...

On the timestep Ar,,, vertical diffusion is solved using a first-order implicit approach with
specia treatment of fluxes at the surface boundary (see next section).

4.4 Scalar prognostic equations

All other prognostic equations including those for specific humidities, turbulence, and
pollutant concentrations are of the general form for variable x

2
X - (d_aj i(Kd_Xj + RHS, - XRHS,.
ot ) do\ Jdo

This equation is solved using first-order time differencing with a semi-implicit approach to
give the equation

do\ o
1+ ARHS, ) x™ =Mt — | —| K
( X (dzj 0,,0(

0‘))( n+l
oo

] = X" +ARHS,,
which can be solved as follows (with specia treatment of fluxes at the surface) using a tri-
diagonal solution method if second-order spatial differencingis used

AXT+ B+ CX = D
if £>1:

A= _((9_0’)2 At (Kk +Kk—1J
*) (o-o )\o -0, )

C= _(J_sz At (Kk+1+KkJ
*) (oo )\o., -0, )

B=1+MRHS, - A-C,

D = x; + AtRHS;;

if £=1:

A=0,

C:—E(d—ajz At (K2+K1]
2\ & ) (0,,-0,)\ 0,0, )

B =1+ARHS, - C,
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D = x +ARHS, - At(d—JJ o o) flux(x)

O3, _0-0)’

with flux(x) = u. x. or flux(x) =V, x,.

The value of RHS, is non-zero only for the & equation, the & x' equations, and the SO,

NO,, RP and H,O, pollutant concentration equations, where the loss terms are treated
implicitly. The RHS, term includes al other terms in the particular prognostic equations,

including explicit horizontal diffusion. The non-zero RHS, termsare

& RHS, =c,,

@ x':RHS, =

SN |l\J m_|“”
by | ™

[SO,]: RHS, = kg RP] + ko[ H,0,]+ kyo[ O3],

[NO,]: RHS, =k, +k,(NO,]+[SP,]1-[NO,])

[RP]: RHS, = k,[NO] + ks[RP] + (kg + k;,)[NO,] + k5[ SO, ],
[H,0,]: RHS, = k,[SO,].

When the stability criterion for explicit horizontal diffusion of pollution variables is breached,
the solution dynamically switches to an unconditionally stable implicit mode anal ogous to that
used for vertical diffusion.

45 Other methods

On the timestep At,,, the élliptic non-hydrostatic pressure perturbation equation is solved

using an iterative approach. The solution is performed only for a sub-grid region which
excludes the 5 edge grid points at the top and lateral boundaries, as these edge regions
usually contain noisy solutions which can produce spurious vertical velocities to which the
non-hydrostatic solution is highly sensitive.

For numerical representation of the vertical fluxes, it is necessary to use afinite difference
approximation  consistent with that used for the wvertica diffusion

— g, -0, X = Xo |[ OO
RV -1 K +K ( k k lj( k+1 kj(_j
WXL 2 ( k+1 k) 0, -0, \0,., -0, &

g, -0 X~ Xia |[ OO
MKk sk ( j( j(_j
(%, ) Oy 0, J\O, =0, J\
At times of rapid variations in the surface temperature and specific humidity (such as just
after sunrise), the surface heat balance approach used for vegetation can produce

oscillations. Therefore, the vegetation temperature and moisture are time averaged using
the current and previous values to prevent the oscillations.

Linear interpolation is used to convert the synoptic-scale variables from the gridded
analyses to the model;

The plume rise equations are solved using the fourth-order Runge-Kutta method with a
timestep of 1 second.
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« The LPM uses explicit, forward in time finite differences and centred in space finite
differences, with a large timestep of At¢,,,, = 2A¢, and a small timestep of 5 seconds for

the solution in the vertical direction.

» The turbulence production/dissipation balance and wet processes are handled separately
on asmall timestep of 100 s.

* For multi-dimensional simulations, it was found necessary to bound the value of the length
scale in order to keep the numerical solution stable for the £ prognostic equation. Also,
the counter-gradient tracer flux and cross-correlation term are restricted to be zero in
thermally stable regions, and are bounded el sewhere.

5 Example simulations

5.1 Meteorology at Cape Grim

The Cape Grim baseline air monitoring station is situated on the north-west corner of
Tasmania (latitude, longitude)=(-40°41', 144°41.5"). The station was set up to measure
baseline values of chemicals in the atmosphere, and it also routinely measures winds at 10 m
and 50 m above the ground, and temperature and humidity at screen level. The siteis situated
within a few hundred metres of the coastline both to the west and to the north, with a steep
cliff at the coast to the west and a more gradual slope to the north. The station is
approximately 95 m above sea level.

Table 3 : Statistics for TAPM simulation of December 1997 at Cape Grim for wind speed at
10 and 50 m above the ground (WS10, WS50); the x-component of the wind (U10, U50); the
y-component of the wind (V 10, V50); temperature (TEMP); and relative humidity (RH).

< Z Q Ry Ry Ry o)
> g E E 313182 (2 (2 g |2 |8 %
2 = I I 2y (%] (%) )] — — —
@ 3 |9 |z |6 |8 »w | c m | < | =
m o o
S
WSI10 [744 |94 |59 |42 |23 |072 464|437 |157 | 064 | 037 | 054 | 110

WS50 744 9.6 7.3 4.3 2.8 0.76 | 366 | 3.15 | 186 | 0.75 | 043 | 0.66 | 0.85

uU10 744 54 34 6.9 39 088 | 432 | 391 | 184 | 084 | 0.27 | 0.57 | 0.63

us0 744 4.6 4.1 7.0 4.9 089 | 343 | 266 | 218 | 091 | 0.31 | 0.70 | 0.49

V10 744 25 12 4.8 3.3 075 | 351 | 273 | 220 | 0.80 | 0.45 | 0.68 | 0.72

V50 744 2.6 1.6 58 4.2 076 | 391 | 280 | 273 | 0.84 | 0.47 | 0.73 | 0.67

TEMP | 742 136 | 143 | 18 17 079 | 135 | 087 | 1.03 | 0.84 | 0.58 | 0.95 | 0.76

RH 744 754 | 793 | 91 104 | 026 | 125 | 75 100 | 054 | 110 | 1.13 | 1.37

KEY: OBS = Observations, MOD = Mode Predictions, NUMBER = Number of hourly-averaged values used for the
statistics, MEAN = Arithmetic mean, STD = Standard Deviation, CORR = Pearson Correlation Coefficient (0=no
correlation,1=exact correlation), RMSE = Root Mean Square Error, RMSE_S = Systematic Root Mean Square Error,
RMSE_U = Unsystematic Root Mean Square Error, IOA = Index of Agreement (0=no agreement, 1=perfect agreement),
SKILL_E = (RMSE_U)/(STD_OBS) (<1 shows skill), SKILL_V = (STD_MOD)/(STD_OBS) (near to 1 shows skill),
SKILL_R = (RMSE)/(STD_OBS) (<1 shows skill).
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Figure 2 : Probability density functions (pdf) of observed (obs) and modelled (mod) wind
speed and direction at 50 m and screen-level temperature and relative humidity.
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TAPM was used to model the meteorology of December 1997 at Cape Grim, using as model
input six hourly LAPS analysis data at a grid spacing of of 0.75° from the Bureau of
Meteorology to provide the synoptic conditions (see Puri et al., 1998, for a description of
LAPS), Rand’s global sea surface temperatures from NCAR, 9 second DEM terrain height
data from AUSLIG, and soil and vegetation classification data from CSIRO Wildlife and
Ecology. The model was run with a triply nested grid of 30x30x20 points at 10,000 m,
3,000 m and 1,000 m horizontal grid spacing, with model options including time- and space-
varying synoptic conditions, vegetation, rain, non-hydrostatic pressure, and E — & turbulence.
The deep soil moisture content was set at 0.05 (dry), which is close to the wilting value for the
sandy soil (type 1) that dominates the area. The dominant vegetation type was Grassland —
mid-dense tussock (type 19).

Model predictions were extracted at the nearest grid point to the Cape Grim site on the inner
grid (1,000 m spacing) at the lowest two model levels (10 m and 50 m above the ground). At
this grid point the terrain height was 55 m above sea level. Statistics of observations and
model predictions are shown in Table 3. The statistics used were based on the
recommendations of Willmott (1981), and include the Index Of Agreement (I0OA) which
provides a more consistent measure of performance than the correlation coefficient (also
shown for comparison). Probability density functions (pdfs) for winds at 50 m and
temperature and relative humidity are shown in Figure 2.

Based on the Index of Agreement and the Skill Score statistics, the results suggest that
temperature and 50 m level winds are predicted the best, while 10 m level wind speed and
relative humidity are predicted less accurately. The mean wind speed was underestimated,
particularly at the 10 m level, and the systematic component of the RMSE dominates the
unsystematic component. This is perhaps not surprising given the complexity of the local-
scale topography at Cape Grim which can lead to complex flow behaviour which the model
(even at 1,000 m grid resolution) does not resolve. Baines and Murray (1991) illustrated this
point with physical modelling of the flow behaviour at Cape Grim. They showed that under
westerly synoptic winds the air reaching the measurement levels at the site were from a height
of approximately 50 m higher upwind over the sea, so that the 50 m level on the tower was
measuring air that had come from a height of 100 m. This coupled with the fact that the model
terrain height used was approximately 45 m lower than the actual station elevation, could
produce some underestimation of the wind speed. This is aso evident in the comparison of
mean u-component of the wind at 10 m.

Given the influence that the small-scale terrain effects have on the measurements, the model
has performed well in predicting the observed meteorology in the Cape Grim region.

5.2 Dispersion in the convective boundary layer

In order to assess the model performance for pollutant concentration, a horizontally
homogeneous meteorological situation was modelled for dispersion from a non-buoyant
elevated point source. The synoptic meteorology was 5ms™* westerly wind with a simple
temperature and humidity profile, and the non-buoyant source characteristics were a stack
height of 300 m and an emission rate of 100 g s*. The model was run with a triply nested grid
of 30x30x20 points at 10,000 m, 3,000 m and 1,000 m horizontal grid spacing, with pollution
grids of 37x37x20 points covering the same corresponding areas as the meteorology at
2500 m, 750 m and 250 m horizontal grid spacing.
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Figure 3 : Predicted meteorology and pollution ground level concentrations (glc) for elevated

point source dispersion in a convective boundary layer.
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Predicted winds at 300 m, convective mixing scales, the maximum ground level concentration
(gic) in micrograms per cubic metre (ug m™>), and the glc at the downwind point (x,y) =
(3000, -750) m are shown in Figure 3. Several different pollution module options (EGM — the
Eulerian Grid Module without counter gradient pollutant flux; CGF — the Eulerian Grid
Module with counter gradient pollutant flux; LPM — the Lagrangian Particle Module) at two
different pollutant grid spacings (750 m and 250 m) are shown to help identify the differences
between them. Also shown for comparison is the PDF model based on Luhar and Sawford
(1996) and a conservative empiricaly based equation derived using convective scaling
arguments from Briggs (1985).

The most accurate approach of al of the models considered is the LPM model, which has
been extensively tested against both laboratory and field data and described in many papersin
the literature (see for example Franzese et al., 1999). For our purposes, we will take the results
from this model as the correct result in order to compare the results from the alternative model
options. It is also interesting to compare the results from the LPM to those of the PDF model
and the CBL scaling model. The comparison shows (as expected) that both of these models
are conservative, as both approaches neglect the time- and height-varying nature of the
meteorol ogy within the averaging period (1 hour), as well as along-wind diffusion effects.

The comparison of results for the various model options show that the predictions at a
resolution of 750 m underestimate the maximum glcs, with the CGF predictions being higher
than the EGM due to the inclusion of counter-gradient fluxes important in the convective
boundary layer. At the 250 m resolution, both the EGM and CGF results are now higher than
for the lower resolution. Results from both the EGM and CGF approaches are within about
20% of the LPM results, with CGF overestimating and EGM underestimating the LPM results
for hours 9 and 10. Results for the rest of the day are similar for all three approaches. The
predictions of all model options and resolutions are similar at the grid point 3 km downwind
of the source.
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