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1 Introduction

Over the last twenty years or so, scientists have started using sophisticated computer
models to examine the way our climate is likely to change in the future. Although sci-
ence has ‘made considerable progress in seasonal forecasting, at this stage detailed and
accurate forecasts of the climate a few months ahead are still strongly dependent on what
parameterisations are used in the models. However, short-term forecasts up to a few years
will, hopefiilly, soon become more accurate as the performance of numerical models of the

ocean and atmosphere is improved.

Several studies (e.g. Neelin et al. 1992; Stockdale et al. 1993; Mechoso et al. 1995)
have recently indicated that much of the climatic variability on seasonal to interannual
time-scales results from interactions of the world ocean and the atmosphere. Due to its
large heat capacity, the ocean plays a crucial role in coupled models since it modulates
the interannual variations of the climate system. '

The predominantly subtropical position of the Australian continent makes it suscep-
tible to extremes of climate (such as droughts and floods) caused by interactions and
feedbacks of the ocean and the atmosphere. Furthermore, climate changes on seasonal
to interannual time-scales like ENSO (El Nifio — Southern Oscillation) can have major
impacts on Australia’s climate, with El Nifio generally corresponding to dry periods in
eastern and northern Australia. The opposite La Nifia event causes rather wet spells,
with occasional floods in Queensland. While the correlation between rainfall in Queéns-‘
land and ENSO in the Pacific is high, rainfall in much of the rest of Australia cannot be
forecast by ENSO alone. In the southeastern and western states, it is strongly correlated
to sea-surface temperature (SST) in the Indian Ocean (Nicholls 1989; Drosdowsky 1993).

SST affects all maritime atmospheric processes, and determines the extent of atmo-
spheric convection and monsoon rain in tropical regions. In particular, sea-surface tempez-
ature and the ocean’s associated thermocline structure in the western Pacific and eastern
Indian oceans have a significant impact on Australia’s climate, with patterns of rainfall
over Australia showing a stronger relationship to SST in these regions than to the El Nido

signal in the eastern Pacific.

To obtain forecasts for Australia’s climate the development of a coupled ocean-atmosphere
numerical circulation model is being developed jointly by Australia’s CSIRO (Divisions
of Atmospheric Research and Marine Research) and the Bureau of Meteorology. Their
cooperation has been formally established under the auspices of a grant from the Land and

Water Resources Research and Development Corporation. This project aims to improve
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Vertical structure

k mid-depth level thickness depth of bottom
1 7.5 15.00 15.00
2 22.5 _ 15.00 30.00
3 37.5 . 15.00 45.00
4 52.5 15.00 60.00
5 67.5 - 15.00 75.00
6 R2.5 . 15.00 "90.00
7 97.5 15.00 105.00
8§ 1125 15.00 120.00
9 127.5 15.12 135.12
10 142.74 15.44 150.56
11 158.38 16.19 166.75
12 175.12 17.91 184.66
13 194.20 - 21.67 206.23
14 218.26 28.86 235.09
15 251.92 42.48 277.57
16 303.22 66.28 343.85
17 384.48 105.12 448.97
18 513.46 164.22 613.19
19  712.92 247.83 861.02
20 1009.12 357.34 1218.36
21 1427.60 - 489.36 1707.72
22  1087.84 634.44 2342.16
23  2696.48 777.32 3119.48
24  3542.48 809.14 4018.62
25  4494.76 981.38 5000.00

Table 2.2: Vertical temperature grid: mid-depth, level thickness
and depth at the bottom of each level in m.
k is the vertical grid index.

The bathymetry of the model (Fig. 2.1) represents a smoothed approximation to the high-
resolution data set of Gates and Nelson (1975). To simulate the Indonesian Throughfiow
we modified the model’s topography in that area, allowing for a transport of water masses
through Lombok Strait and the Timor Sea. Because islands are computatlonally expen-
sive in this version of the the GFDL model, only the Philippines, Kalimantan, Celebes,
the Lombok-Flores islands, Australia (combined with New.Guinea), New Zealand and
Antarctica are separated from the remaining land points (Fig.2.2). There is no Bering
or Torres Strait. The Drake Passage was artificially widened to aid throughflow of the

Antarctic Circumpolar Current.
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Figure 2.1: The bathymetry used in the model (m), based on Gates and Nelson {1975)

The flows of the Red Sea into the Indian Ocean and the Mediterranean Sea into the
Atlantic Ocean significantly change the water-mass structures of these oceans. Because
the Red and Mediterranean seas are not included in our model, their effects on the oceans
are simulated by restoring temperature and salinity to observed values (Levitus 1982) at

the lateral boundaries between the respective seas and oceans over the whole water depth.

Due to the strong changes in grid sizes in the model (enhanced tropical grid and coarse
resolution close to the poles), and in order to guarantee numerical stability, the zonal and
meridional viscosities are dependent on latitude. The modifications are similar to those
Power et al. {1995) applied to another version of the model. The meridional viscosity is
set to 2.0 x 10°m?/s near the equator but then increases to over 3.1 x 10°m?/s at high
latitudes, while the zonal viscosity is 2.0 x 10* m?/s near the equator but also increases
to over 3.1 x 10° m?/s at high latitudes. The horizontal diffusivity is set to 4.0 x 10° m?/s
everywhere.



3 Surface-flux formulatiohs

'

As noted in the Introduction, a majof aim of the Division of Marine Research component
of the project is to test the ability of oir OGCM — when driven with an observationally
based estimate of interannual fluxes — to simulate observed interannual SST anomalies.
For this purpose, we have generated interannually vary'uig estimates of the various fluxes
for the period 1985-1990 (this period was the only one for which satellite-based shortwave
:adiation estimates were available). We have formed mean seasonal cycles of each flux,
and used them in the runs discussed in this repbrt. Later, we will conduct runs with the

full observed interannual fluxes included.

The fluxes have- been obtained as follows:

3.1 Momentum fluxes

We have used the monthly mean Florida State University (FSU) _“pseudbstresses” for
1985-1990 (Legler et al. 1989; Stricherz et al. 1992}, with a constant bulk transfer
coefficient Cp of 0.0015 (see Section 8, below). The mean seasonal cycle of wind stress has
been constructed from these data. The FSU winds are only available in about 30°N-30°S;
poleward of these latitudes, we blend into Hellerman and Rosenstein’s (1983) seasonal
mean wind stresses. To avoid inhomogenities in the transition regions, we blended over
three grid points in each direction. which covers 6 degrees of longitude and approximately
10 degress of latitude. Figure 3.1 shows the annual mean curl of the wind stress based on

the composed data set.
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Figure 3.1: Annual mean curl of the wind stress (10~7 N/m?), based on Florida State University
{(Legler et al. 1989; Stricherz et al. 1992) and Hellerman and Rosenstein (1983) data.

3.2 Freshwater fluxes

Rather than attempting to estimate interannual variations of freshwater fluxes, we simply

allow the surface layer of the model {15 m deep) to relax to observed seasonal mean
surface salinity, with a time constant of 17 days. The surface salinities are taken from -
Levitus {1982). '

3.3 Heat fluxes

Particular attention was paid to the choice of the surface heat-flux boundary condition.
The rationale for our choice is discussed in detail in Godfrey and Schiller (1997). The net

heat flux is given by the formula:




Qut = Rs .
+ paCE].;vW(O.QS—ﬁ)uqm(Ts) -
+ (T, ~T7) |
+  Qeorrect _ , (3-1)

where R, is the ISCCP “bulk” estimate of net upward shortwave radiation (Li 1995). This
formula is closely related to those used by Seager et al. (1988) and Chen et al. (1994b).

Quor is further separated into:

Qtot = qurfcce + Qpenetrat:'ng (33)

The latter term is assumed to fall off exponentially with depth, with a decay rate that
varies with position according to empirical estimates of turbidity (Simonot and Le Treut
1986). |

The second -term on the right of (3.1) corresponds to latent heat exchange, and pa, Cg
and L., are air density, bulk-transfer coefficient and latent heat of vaporisation respec-
tively, W is an estimate of wind speed — we take W? = 7|2 + W3, where || 1s the
magnitude of the monthly mean FSU wind pseudostress estimate and Wp 1s a “gustiness
estimate”. We take Wy = 3ms™". _

In (3.1), geat{Ts) 18 the saturated water-vapour pressure over freshwater at temperature
T.. The factor 0.9 accounts for ocean salinity. We choose 6 = 0.75, i.e. we assume that
the marine-atmosphere boundary layer has a specific humidity that is a constant fraction
§ of the saturated value at the (model) value T, of SST.

The third term on the right of (3.1) represents the sum of sensible heat e\:change
and net longwave radiation, with o = 1.5W/m?/°C. According to the Oberhuber (1988)
climatology. this surn is climatologically rather constant at roughly 55 W/m? over the
tropical Pacific and Indian oceans. We choose T* = —8°C, so that at a typical tropical
SST of 28°C, the third term o'(Ts — T*) is 54 W /m?. This representation of the sum of
sensible heat exchange and longwave radiation is certainly accurate within the errors of
order 20 W/m? or more in these estimates.

The last term in (3.1) represents a “Aux correction”, which must be added because
the SST damping rate 9Quot/dTs is s0 small it is about 15W/m2/°C for typical wind

speeds with the constants given above. Thus a consistent error of 30 W/m? (which may
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be present in the shortwave radiation product, e.g. Chen et al. 1994b) will lead to an
unacceptable SST error of 2°C.

We have obtained the flux correction Qcorrect bY:

(a) estimating a mean seasonal cycle of R, for the period 1985-1990, from the ISCCP
product. '

(b) estimating the mean seasonal cycle of SST, TReyn-seas, from the Reynolds SST prod-
uct (Reynolds 1988; Reynolds and Smith 1994) for the same period 1985-1990;

(c) estimating the mean seasonal cycle of W for 1985-1990, from FSU winds.

We then run our OGCM with (3.1), but with Qcorrect Teplaced by A(Tmedad — TReyn—seas)s
and A an artificially large damping coefficient of 100 W/m?/°C. With this choice, typical
expected maximum flux errors of up to 50 W/m? and typical maximum SST errors of up
to 0.5°C will contribute about equally. During the last year of the spin-up integration
of the model the monthly averages of A(Tmoaet ~ TReyn—seas) Bave been stored. These
estimates of Qorrect are used in (3.1) for runs to test the OGCM’s ability to simulate
interannual SST anomalies. Tests of this formulation with the IMET time series of heat
fluxes are described in Godfrey and Schiller (1997).

3.4 Flux corrections

Figure 3.2a shows Qcomect, averaged over year 22 (_2 yearé after tidal mixing was incor-
porated into the Indonesian region). Figure 3.2a divided. by 100 is also a map of the
departure of model SST over year 22 from the Reynolds annual mean. With this in-
terpretation, one sees that the model’s SST were within 0.5°C of observed values over
almost the entire tropical band (20°N-20°S) but that departures of up to 3°C occur in
small patches in western boundary currents, and in the Antarctic Circumpolar Current.
These correspond to values of Qcorrect that are well over the 50 W/m? thought to be the

maximum error in observed heat-flux climatologies.
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Figure 3.2a: Heat-flux correction, Qcorrect (W /m?). These numbers, divided by

100, are also the diff(_erence between observed and modelled annual mean SST.

At this stage, we plan to continue with interannual runs despite the large size of these

flux corrections, on the grounds that:

(2) in the tropical band of greatest importance, the flux corrections are not too large

" (they are generally less than 50 W/m* throughout the latitude band 20°N-20°S

where SST anomalies are believed to have the greatest effect on the atmosphere);
and ' ' '

(b) experience shows that interannual anomalies of fluxes are often quite good, even

when the long-term means contain large errors.

Nevertheless, the large size of the corrections in Figure 3.2a is disturbing, so they are now

discussed further, with a possible view to correcting them after our first interannual runs.

12
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Figure 3.2b: Annual mean net heat flux Qi into the model (W/m?).

Qcorrect is the difference between the net heat flux into the model (Fig. 3.2b) and the heat
flux Qseager provided by the first three terms of (3.1) (Fig. 3.2c). Figure 3.2b is the heat
flux required to bring the model currents to the model temperature in the top layer (i.e.
Figure 3.2b is set by SST and oceanic processes in the model. Compared with observed
climatologies such as Oberhuber’s (1988) (Fig. 3.2d), the pattern of Figure 3.2b is fairly
realistic. For example, Oberhuber (and other climatologies) show a maximum heat flux
into the ocean of over 100 W/m? near (0°,250°E), which is similar to the value in Figure
3.2b. Similarly Oberhuber shows a maximum heat gain of 75 W/m? off equatorial east
Africa, compared to over 50 W/m? in the model. The model underestimates the heat
losses from the Agulhas Current and Gulf Stream regions. '

13
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Figure 3.2¢: Annual mean lieat flux from the first three térms on the right
of Eqn. (3.1), for the model (W/m?).

In contrast, Figure 3.2c {the “Seager heat flux”) is primarily determined by the ISCCP

shortwave radiation product, and by FSU winds. It is also determined by the model’s SST,

but the form of (3.2) above is such that replacing model SST with observed SST (errors
: tyi)ically 0(0.5°-1°C), see Fig. 3.2a) will not affect the result much. Thus Figure 3.2b is

effectively independent of the ocean model, and can be regarded as a crude observationally
‘based heat-flux climatology. '

14



Net Heat Fiux (W/m2)

40N/ g
=

20N

Eq&

208 1

408 ' -
60S

805 N

0 50 100 150 200 250 300 350
Longitude

Figuré 3.2d: Observed annual mean net heat flux into the ocean
(Oberhuber 1988), in (W/m?).

Comparing Figure 3.2¢ with climatologies such as Oberhuber’s (1988) (Fig. 3.2d) reveals
severe deficiencies. First, the heat fluxes in Figure 3.2c are negative (ocean gaining heat)

almost everywhere. Secondly, the Kuroshio and Gulf Stream western boundary currents

have hardly any net heat loss. These differences relate partly to the fact that the shortwave

radiation product (Fig. 3.3a) is too strong (at least,relative to Oberhuber, Figure 3.3b)

over most of the globe, by perhaps 25-50 W /m?. Secondly, the modelled latent heat loss

(Fig. 3.4a), while quite similar to Oberhuber climatology in the tropics (Fig. 3.4b), does
not contain the intense maxima in the Gulf Stream and Kuroshio seen in Figure 3.4b.

This is because a constant factor § was chosen in (3.1}.

15
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Figure 3.3a: ISCCP annual mean net shortwave radiation into the ocean (W/m?).

Perhaps more ilhportantly for Australian climate prediction purposes, the latent heat
fluxes of Figure 3.4a are consistently too low in the southern subtropics (20°-40°S}). The
two effects that shortwave radiation is too strong, and that latent heat loss is too weak,

cause Qeomrect $0 be more than 50 W/m? throughout the southern subtropics in Figure
3.2a.
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Figure 3.3b: Annual mean net shortwave radiation into the ocean
from Oberhuber (1988), in (W/m?).

Finally the sum of longwave and sensible heat loss from the third term on the right of
(3.1) is quite accurate in the tropics, but omits peaks of up to 40 W/m? in the Kuroshio
and Gulf Stream seen in Oberhuber and other climatologies.

" In principle, the problems with the latent and sensible heat losses could prdbably
be improved substantially by using the Kleeman and Power (1995) model of the Marine
Atmospheric Boundary Layer. The problems with thé shortwave radiation seem harder to
correct; they are believed to be due to inadequacies in the radiative models used to infer
surface shortwave radiation from satellite reflectance (J. Garratt, pers. comm.) However,
for the present we are proceeding with runs to test our model’s ability to generate realistic
SST anomalies, despite these problems.
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Figure 3.4a: Latent heat flux, estimated from the second term on the left of Eqn. (3.1),in W/1
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Figure 3.4b: Annual mean latent heat flux from Qberhuber (1988), in (W /m?).
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4 Mixed-leyer depth

There are two immediate problems with comparing the model’s mlxed layer depths with
observations. The first is the definition of the mixed- la.yer depth 1tself and the second is
the scarcity of mixed- layer data.

We take as our definition the depth at whlch temperature falls by 1 0°C from the
surface value. In practice we use potential temperature, since this is what the model
provides, but the difference is negiigible. This definition is consistent with the data we
have for comparison. A better definition would be based on density, since density is more
closely related to stability of the water column. Sprintall and Tomczak (1992) point out
that using a criterion based on temperature ignores salinity effects, which can lead to
errors of typically 10-20 m, but up to 50 m, in determining miked-layer depths in the
tropics. Mixed-layer depths based on a density criterion were almost always shallower
than those based on temperature alone.

Mixed-layer data are fairly scarce. Three sources of data are used here for comparison.
Robinson (1976) gives depths to the top of the thermocline in the North Pacific based on
bathythermograph data. The top of the thermocline is defined as that depth where the
temperature is 1.1°C lower than the surface value. Robinson et al. (1979) give the same
data for the North Atlantic and northern Indian oceans. Wyrtki (1971) gives the two-
monthly mixed-layer depth for the Indian Ocean, computed as an average of the 1.0 °C
temperature-decrease criterion, and another criterion based on temperature gradient. Rao
et al. (1989), using the 1.0°C temperature-decrease criterion to define the mixed-layer
depth, give monthly mixed-layer depths for the Indian Ocean.

One other option for obtaining mixed-layer data is to compute it from the Levitus
and Boyer (1994) temperature data set. This was done for January in the Indian Ocean,
and compared to the data from Rao et al. (1989) for the same month. The latter data
is obtained by computing mixed-layer depths from each cast, and then averaging them.
The computation from Levitus and Boyer does the calculations in the reverse order. This
is evident when comparing the results: the Levitus-Boyer mixed-layer depths are less
variable in space, with values that are less extreme by about 20 m. Hence we have
decided to compare mainly with the Rao et al. (1989) data, concentrating on the months
of February and August. '

There is broad agreement between Rao et al. (1989}, Wyrtki (1971) and Robinson et
al. (1979). The following discussion uses the most recent data from Rao et al. (1989).
The observed February mixed-layer depth (MLD) is greatest in the northern Arabian Sea,
central Bay of Bengal, around the southern tip of India and off the coast of Sumatra, with
values between 80 m and 100 m (Fig. 4.1a). There are values up to about 80 m along the

20



30 40 50 60 70 80 90 100 110 120

Figure 4.1: Observed mixed-layer depth {m) in the Indian Ocean (Rao et al. 1989):
(a) February, {b) August.




Somali coast. The model (see Fig. 4.2) is in close agreement with these values, tending

to be perhaps 10~20 m too deep in the Bay of Bengal, along the Somali coast. and to the
west of Sri Lanka. The observations show minimum values of 30-40 m'in a dipole pa;ttern
on the equator at 60°E and at 10°5, 70°E. ‘The model reproduces this pattern. but i
about 10 m too deep. Another minimurm in the observations is at 10°S and 100°E, with
a value of 30 m. The model has a minimum here too, but of 60 m. South of 10°S, the
MLD values increase to a maximum of about 60 m at 20°S. The model behaves similarly,
although the MLD tends to be a bit deeper in the eastern side of the basin up to 20 m
greater than the observations. There is some evidence that the model is 10-20 m too deep
south of 25°S, but the Rao data are sparse here.

Mixed—layer depth (m) 1 theta February

30N T | i i 1 | | i
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Figure 4.2: Model’s mixed-layer depth {m) in the Indian Ocean for February.

The observed August MLD is now 2 minimum.in the northern Arabian Sea and westerr
Bay of Bengal, with values of 20-40 m (Fig. 4.1b). The model (see Fig. 4.3) is in gooc
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agreement here. There is a maximum in the Rao data in the central south Arabian Sea,
which the other two climatologies tend to put a bit further west. The value is over 100 m.
The model’s maximum is further west than any of the data. seemingly associated with
the western boundary current. and with a depth of up to 140 m. Elsewhere. the model

and Rao’s data agree very well.

Mixed-layer depth (m} 1 theta August
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Figure 4.3: Model’s mixed-layer depth {m) in the Indian Ocean for August.

The only other comparison that can be easily made is with the North Pacific data of
Robinson {1976). In February. the data show maxima above 120 m at 30°N, 220°E: 15°N
extending from 145°E to 190°E: and just south of the equator at 190°E (not shown}. The
model (see Fig. 4.4) captures these features, but tends to be a bit deeper at around 160
m. The broad patch of deep mixed layers at 15°N in the observations is about 3 degrees
further north in the model (Fig. 4.4). The data show a large area in the eastern Pacific
near the equator with shallows of around 15-30 m. The model has MLD values that
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are roughly double this. In the western equatorial Pacific, the data show MLD values of
45-60 m. The model is again too deep, generally by about 30 m. The spatial patterns

are generally quite similar everywhere.

Mixed_layer depth (m) 1 theta February
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Figure 4.4: Model’s mixed-layer deptﬁ (m) in the North Pacific Ocean for February.

In August, the whole Pacific north of about 30°N has mixed-layer depths of about 15
m (not ‘shown). The model’s values (see Fig. 4.3) are typically twice this. Just south
of the equator at 190°E, the data indicate depths of more than 120m. which the model
reproduces well. The data also show a dipole pattern in the central Pacific. with maxima
of 75 m at 15°N, 205°E, and 105 m at 3°N, 195°E. The model has a similar dipole, but
the depths are around 140 m, and the northern pole is shifted about 25 degrees to the

west.
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Figure 4.5: Model’s mixed-layer depth (m) in the North Pacific Ocean for August.

To summarise, the model and data patterns of mixed-layer depth agree generally very
well in the Indian and North Pacific ocean basins, There is a tendency for the model to
have deeper mixed-layers than the observations, particularly in the North Pacific, where -
the model is too deep by 30-40 m.




5 Indonesian Throughflow

?

The most recent survey of measurements of the transport of Indonesian throughfiow in- .
dicate a current that is highly variable. with a mean of 5-10 Sverdrups (Wijffels et al.
1996). Uncertainties in the mean arise from a lack of measurements of deep shear (the
reference level used in geostrophic calculations) and relatively little data on salinity vari-
ation. Routine XBT measurements during 13 years indicate that most of the throughflow
enters the region through Makassar Strait (Fig. 5.1), then flows eastward across the Flo-
res and Banda Seas to enter the Indian Ocean near Timor 1. through Ombai Strait and
Timor Passage {Cresswell et al. 1993; Meyers et al. 1995). Nevertheless. direct current-
meter measurements during one year indicate that 2 Sverdrups entered the Indian Ocean

through Lombok Strait, flowing directly southward from Makassar Strait (Murray and

10°N
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Strait ’ y )
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10°8

20°8 T06°E 10° 200 180

Figure 5.1: Map of the Indonesian Archipelago. showing the area of the throughflow.




Arief 1988). Although the measurements are far from definitive, we have assumed that a
target for the model is to have 80% of the flow entering the Indian Ocean near Timor.

A high cross-strait dissipation was built into the Lombok Strait of the model to simu-
late the observed bifurcation of transports. By trial and error, the dissipation in Lombok
Strait was increased to eight times the dissipation in the rest of the model’s domain.
The resulting annual mean barotropic stream function (Fig. 5.2) closely approximates the
target defined above. However, the mean transport in the model is 16.5 Sv. This is high
relative to the observations summarised by Wijffels et al. (1996), but is close to the Island
Rule value, as often found in numerical models (e.g. Godfrey 1996).
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Figure 5.2: Annual mean barotropic stream function (108m3/s) for Indonesian throughfiow region.
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The seasonal cycle of transports in the model (Fig. 5.3) has-a maximum in October, a
minimum in January-February and a seasonal range of 5 Sv. The maximum is one month
later in the year than the observed maximum in the eastern Indian Ocean (Meyers et al.
1995), while the minimum is three months earlier. The observations have a much stronger
semiannual variation, and a larger annual range by a factor of two. The observations were
made on a shipping line between Shark Bay and Sunda Strait, about 1000 km west of the
Timor Sea. The differences may in part be due to the observations and the model not

covering the same location. Also, the barotropic transport is not measured in the XBT

measurements.
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Figure 5.3: Seasonal cycle of Indonesian throughflow. Dashdotted: Lombok Strait,
dashed: Timor Sea, solid: net throughflow. Units are in 10°m?/s.
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6 Structure of Equatorial Currents

The thermal structure and currents of the tropical oceans were observed better from
1985 to 1995 than ever before, due to the Tropical Oceans Global Atmosphere (TOGA)
Program’s observing system. The decade of observations provide an accurate description
of the mean state and mean seasonal cycle of currents and thermal structure, particularly
for the Pacific Ocean (McPhaden et al. 1996). A comparison of our model forced by wind
stress and surface fluxes averaged over part of this period shows qualitatively similar
structures on a large scale, with some important differences in detail. _

The observed structure of the equatorial Pacific Ocean (Fig. 6.1b; McPhaden et al.
1996) shows the main thermocline (represented by the 20°C isotherm) sloping downward
from 40 m at 95°W off Ecuador to 160 m at 170°E, then slightly upward to 150 m at
143°E off Papua New Guinea. Associated with the topography of the thermocline is a
rise in dynamic height of 42 dyn cm in the dynamic height 0/500 dbar (Fig. 6.1a). The
model shows the 20°C isotherm sloping downward from 50 m to 200 m (Fig. 6.2a) with a
rise in dynamic height by 54 dyn cm (Fig. 6.2b). The observed wind stress has maximum
easterlies of 0.055 N/m? at 140°W, while the model’s wind stress is approximately 36%
stronger, with a maximum of 0.075N/m? at 150°W. The difference in wind stress is
probably due to averaging the FSU wind product over 1985 to 1990, including a major La
Nifia event but not the El Nifio events of the early 1990s. The steeper topography in the
model may be due in part to differences in the field of wind stress (Fig. 6.2c). However,
this slope is also dependent on eddy diffusivity, which is discussed in section 8.

The mean annual cycle of the depth of the thermocline and the zonal current (Fig.
6.3; McPhaden et al. 1996) has been described at four sites along the Pacific equator
where temperature and current-meter moorings were maintained. Records were kept at
these sites for different lengths of time from 3 to 11 years, which do not generally match
the period over which the wind stress was averaged to drive the model. The interannual
variation of the equatorial Pacific is strong and may affect the estimates of the observed

mean seasonal cycle described below.
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: Average Zonal Wind stress (N/m~2) 25--2N: 20.08 to 21
'_0-08 L LI L] L) T L I Ll

-0.06

-0.04

Nm-2

-0.02

1 1 L 1 t
140 160 180 200 220 240 260 280
’ Longitude

L J

Figure 6.2c: The model’s annual mean zonal wind stress N/m? along the equator.

32




The dominant feature of the equatorial Pacific (Fig. 6.3, McPhaden et al. 1997) is the
Equatorial Undercurrent (EUC), flowing eastward near the depth of the 20°C isotherm.
- The maximum velocity in the core of the EUC at a depth slightly less than 100 m is 120
cm/s at 140°W in the eastern central Pacific during April—Ma.y—J une. The core velocity
decreases toward the west to 40 cm/s at a deeper level and decreases to 100 cm/s toward
the east at a shallower level. The model produces an EUC with maximum core-velocity of
100 cm/s at slightly more than 100 m depth near 140°W. The model’s annual cycle and
distribution of speed and depth toward the west matches the observations very well (Fig.
6.4). The surface currents are westward in both the observations and model; however
* the observed EUC surfaces for longer periods during the seasonal cycle than the model
EUC. The observed annual variation in isotherm depths has a dominant annual cycle in
the eastern Pacific and semiannual cycle in the western Pacific. The model produces a
similar distribution of annual and semiannual cycles with about the right amplitude of
vertical displacements.

The thermocline throughout the tropical Pacific — 30°N to 30°S — has a characteris-
tic topography (Wyrtki and Kilonsky 1984; Delcroix et al. 1987), which is closely related
to the broadscale Equatorial Current System. The westward South Equatorial Current
(SEC) and return flow at higher latitude are indicated by a bowl! in the thermocline (rep-
- resented in Fig. 6.5 to 6.7 by 15°C from Levitus and Boyer, 1994) that slopes downward
to the west from 290 m at 110°W, to 360 m at 156°W, then is nearly flat to 370 m at
166°E (Figs. 6.5-6.7). The model also produces a bowl in the thermocline associated
with the SEC; however it is flatter and the eastward shear below 150 m is not prominent.
The depth of the 15°C isotherm in the model at the three Jongitudes given above is,
respectively, 280 m, 340 m and 350 m, tending to be shallower than the observations.

The westward North Equatorial Current (NEC) is indicated by a similar bowl in the
thermocline. The observed depth of the 15°C isotherm 110°W, 156°W and 166°E is 115
m, 250 m and 300 m; the model’s depth is 150 m, 270 m, 355 m. The model’s NEC bowl is
therefore deeper than observations, while its SEC bowl is shallower. The differences again
may be due to differences in details of the wind field during the five-year averaging period
1985-1990. A thermostad of 16°C water (Masuzawa 1969) appears in the observations
but is not produced in the model. '

The North Equatorial Countercurrent (NECC) is indicated by a trough and ridge in
the thermocline between the equator and 10°N. The structure is produced by the model;
however, the eastward shear of the NECC is weaker than the observations, especially in
the deeper part of the thermocline below 15°C. '
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1

The spreading of the thermocline at the equator associated with the EUC does not ap-
pear in the model in the western Pacific, but is evident in the central and eastern Pacific.
It is worth noting that the observed éprea.ding as represented in the climatological data
of Levitus and Boyer (1994) is considerably smoothed in comparison to synoptic data. A
quantitative comparison of the observed and modelled currents and transports near the
equator is beyond the scope of this report. The qualitative differences in the ridge/trough
structure and spreading of the thermocline call out for a quantitative comparison, includ-
ing assessment of the model’s 6apa,city to influence SST by horizontal advection.

The observed structure of currents in the tropical Indian Ocean is limited to a few
studies, based on a smaller quantity of data than from the Pacific (McPhaden 1982;
Molinari et al. 1990; Hastenrath and Greischar 1991; Donguy and Meyers 1996). For a
first attempt at qualitatively comparing the model to observations, we have used the most
comprehensive measure of equatorial currents (McPhaden 1982) and the climatological
temperature data of Levitus and Boyer (1994). As in the case of the Pacific, a quantitative
comparison making full use of the available data is needed.

During the Gan I experiment at 73°E (McPhaden, 1982) the dominant signal in the
equatorial current was a wind-driven, semiannual oscillation with a maximum, surface
eastward current of 100 cm/s in May and November and a minimum, westward flow of
10 to 50 cm/s in July and February. The observations suggested this signal extends to
a depth of 80 m with little damping. The model produces a similar current (Fig. 6.8),
with maxima slightly less than 100 cm/s extending to 67.5 m. The observations did not
distinctly show this signal at a depth of 160-180 m, while the model shows a distinct
semiannual oscillation at 175.1 m. The upward propagation of phase in Figure 6.8 is
indicative of downward propagation of energy due to wind-forcing at the surface (Luyten
and Roemmich 1982).

The observed broadscale distribution of temperature (Figs. 6.9b and 6.10b) indicates
a bowl in the thermocline associated with the SEC in the Indian Ocean. As with the
SEC in the Pacific, the eastward shear below 200 m and poleward of 20°S is distinctive in
the observations, but does not develop as clearly in the model (Fig. 6.9a and 6.10a). In
the observations the depth of the 15°C isotherm at the deepest part of the bowl slopes
downward from 290 m at 110°E in the Indian Ocean to 330 m at 56°E (Fig. 6.9b, 6.10b).
In the model the westward slope is greater, going from 300 m at 110°E, 20°S to 430 m at |

" the same latitude at 56°E (Fig. 6.9a, 6.10a).
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7 Antarctic Circumpolar Current transport

The value of the Antarctic Circumpolar Current (ACC) transport. in the niodel is given
simply by the value of the barotropic streamfunction on the Antarctic coast. This is
because the value of the streamfunction on the Africa/America combined continent is
defined to be zero (Bering Strait is closed), and because the barotropic component of flow
in the MOM code is defined so that the baroclinic component has zero depth-averaged
transport.

The ACC transport during the 20 year spinup run s shown in Figure 7.1. It shows a
steady decrease from an initial value of 89 Sv to 38 Sv after 20 years. The initial value
is presumably set by the model’s response to the thermohaline forcmg implied by the
Levitus initial conditions. The steady decrease is due to a combination of factors.

First, the horizontal viscosity is relatively large (2—3 X 10° m?/s) in the Southern
Ocean because of the coarser grid there.

Second, the horizontal diffusivity is relatively large, being 4000 m*/s everywhere in the
model. Power (personal communication) has experimented with a coarse-resolution R21
19-level version of MOM to examine the sensitivity of the ACC transport to diffusivity.
He found that with a horizontal diffusivity of 500 m®/s, the transport was 100 Sv, while
with a diffusivity of 10,000 m?/s, the transport reduced to 23 Sv. ' '

ACC transport during spinup

80

ACC transport (Sv)

30 5 : '
0 2 4 6 8 10 12 -14 16 18 20
Model ysar

Figure 7.1: ACC transport during the 20 year spinup run.
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These results are consistent with those obtained with the present model. England (1993)
conducted similar experiments. He found that if the surface value decreases from 3000
m?/s to 1000 m?/s, the ACC transport increases from 134 to 143 Sv. The decreased sensi-
tivity is probably due to England’s horizontal diffusivity decreasing with depth, reducing
the effect of changes. a

Third, the surface fluxes of heat and particularly salt are unlikely to be very accurate
at high latitudes. England (1993) found that adjusting the wintertime salinity around
Antarctica to values that are more reasonable than the summer-biased Levitus values
increases the ACC transport from 125 to 147 Sv.

Fourth, the geometry of Drake Passage may be important. However, as shown in
Figure 7.2, the model Drake Passage is at least as wide as the real channel, so there is no
restriction here. '

" In the ACC transport depicted in Figure 7.1, there is a staircase pattern superimposed
on the general decrease. An integer value of model year actually coincides with February,
so the greatest decrease in ACC transport occurs during the southern hemisphere spring
and summer; it is not clear what this implies. Note that during the spinup run, ACC
transport values were only saved every 6 months.
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Figure 7.2: Drake passage bathymetry (ETOPOS data set from the National Geophysical
Data Center 1988) compared to the model. The model is narrowest at 288°E.

The cross-section at 293°F is at approx. the narrowest point of the real channel.
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In a subsequent experiment, the surface heat-flux boundary condition was changed so that
the Seager et al. (1988) formula applied at all latitudes. In the spinup run, there was a
gradual change from the Seager formula to relaxation to SST from 30 to 40 degrees. The-
experiment also changed the viscosity in Lombok Strait, but this should not affect the
ACC transport. The ACC transport for this experiment is shown in Figure 7.3. Values
are now available every month. The ACC transport is increasing gradually, at a rate of
about 1 Sv per year (compared to an average decrease in the spinup run of about 2.5 Sv

per year).
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Figure 7.3. ACC transport during 2-year experiment (after 20-year spinup run).

It will be interesting to re-run the spinup with Seager forcing everywhere. It may be that

the ACC transport will not decrease as much as in the original spinup. If this is so, at

least part of the reduced ACC transport can be attributed to inaccurate thermal surface
boundary conditions. '
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8 Depth—_infegrated steric heights

The Sverdrup relation for the annual mean, depth-integrated steric height: -

8P @ f (f) | -

— = + = curl | — (8.1)
T T \p

provides a convenient means of testing the efficacy of the choice of bulk transfer coefficient

Cp in the formula:

T = p.Cp|W|u (8.2)

where 7 is the wind stress, u the wind vector at a standard height and W the magnitude
ofu. In (8.1), g is the acceleration due to gravity, P is the depth-integrated steric height
(m?), f is the Coriolis parameter and / its meridional gradient. Equation (8.1) shows
that the gradients of P — unlike those of other variables, such as steric height or the
depth of a particular isopycnal — do not depend on eddy diffusivities or viscosities;
apart from the wind vector itself, they depend only on the bulk transfer coefficient Cp.
This is convenient, because there is some controversy over the appropriate value of Cp.
Harrison (1989) evaluated a global wind climatology, using the Large and Pond (1981)
values for Cp; Harrison found that his climatological winds were about 0.75 times those
of Hellerman and Rosenstein (HR hereafter, 1983). Godfrey (1989) obtained a global
estimate of annual mean P from (8.1) and HR winds, and compared it with observed
values, relative to 1500 db (Fig. 8.1b). The HR estimates of gradient in the subtropical
gyres were consistently larger than observed values, in agreement with Harrison (1989),
though not by as much as Harrison found. However, along the equatorial Pacific — a
region of special importance for climate modelling — the HR estimate matched observed
values of P remarkably well (Fig. 8.2b). Stockdale et al. (1993) compared several Pacific
Ocean models; all were driven by HR winds multiplied by 0.75; the factor 0.75 a.ppa.rently
deriving from Harrison’s work.

We have used FSU pseudostresses with a constant bulk transfer coefficient of 0. 0015
To test this choice, we calculated depth-integrated steric helght relative to 1009 m. Figure
8.1a shows (pg) times the annual mean depth-integrated steric height P for our model with
our choice of Cp, using the seasonal mean of FSU winds over 1985-1990. Depth-integrated -

steric heights in m? are obtained from the numbers appearing along the contours in Figure
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8.1a and multiplying by 100. Only horizontal differences in Figure 8.1a,b are physically
significant, not absolute values. t

For comparison, Figure 8.1b shows the observed leng term mean depth-integrated
steric heights relative to 1500 db from Godfrey (1989). In general — noting that the
contour interval in Figure 8.1a is 25 m?, while that in Figure 8.1b is 50 m® — the agreement
is good globally, indicating that our choice of 0.0015 for the bulk transfer coefficient is
reasonable. Note also that no drastic effects are seen in Figure 8.1a near 30°N, 30°S,.
where we change wind products. This might be expected to generate spurious wind stress
curls at these latitudes, but if it does so they are not large.
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Figure 8.1a: Annual mean depth-integrated steric height relative to 1009 m from the model.
Numbers appearing on contours should be multiplied by 100 to obtain
depth-integrated steric height in m?, i.e. contour interval is 25m?,

An arbitrary additive constant may be removed from this field.
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Figure 8.2a: Annual mean depth-integrated steric height relative to 1009 m from

the model, along the equatorial Pacific.
Figure 8.2b: Squares denote annual mean depth-integrated steric height relative

to 1000 db from the observations of Levitus (1982),

along the equatorial Pacific.

Diamonds denote the progressive integral [ 7(#)dz [ gp along the equator, for annual
mean Hellerman and Rosenstein (1983) winds.
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A stronger test of the validity of Cp is obtained by comparing the model’s value of depth-
integrated steric height with the observed values relative to 1000 db from Levitus (1982),
along the equatorial Pacific. The latter is shown by squares in Figure 8. 2b — adapted
from Godfrey (1996). The full line in Figure 8.2b is the progressive mtegra.l T(”)dm /gp
along the equator, for Hellerman and Rosenstein (1983) winds. The good agreement of
the line and squares in the equatorial Pacific suggests (a) that (8.1) is valid along the
equator and (b) that the Hellerman and Rosenstein (1983) bulk transfer coefficient is
fairly accurate, at least in the equatorial Pacific. |

Figure 8.2a shows the depth-integrated steric height from the model, relative to 1009
m. Disregarding the "bump” near 130° E, which is probably associated with nonlinearity
of the modelled western boundary current near Irian Jaya (e.g. Godfrey 1996), the model
shows a net rise in depth-integrated steric height from east to west across the Pacific of
close to 60 m?. This is almost exactly the rise in the observations. We conclude that our
choice of bulk transfer coefficient is appropriate.
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9 Tidal mixing

Particular attention in our model is given to the Indonesian Throughflow area because it
is the only low-latitude connection between two major oceans and because SST in this
region has been shown to affect Australia’s rainfall. As water flows from the Pacific to
the Indian Ocean, the tidally induced vertical mixing in the Indonesian archipelago is
able to change the water-mass structure of the Indian Ocean significantly (Ffield and
Gordon 1992). A recent analysis by Ffield and Gordon (1996) suggests that the centre
of the tidal-mixing effect on SST is in the Banda Sea (Fig. 9.1a,b). To simulate this
observed feature, we increased the vertical mixing coefficients (diffusion and viscosity) in
the Indonesian area. This was done by defining a spatial Gaussian function similar to the
sum of Figures 9.1a and b, which describes the spatial shape of the additional vertical
mixing. The centre of the additional “tidal mixing” in the model is in the Banda Sea. It
has a maximum value of 2 x 107*m?/s; which gradually decreases as the distance from
the Banda Sea increases. The additional mixing is independent of time (i.e. we made
no attempt to resolve the timescales associated with its physical origin). We are only
concerned with its larger time-scale effects on SST.

The differenice between the model’s and observed SST is shown for two experiments,
one with and one without tidal mixing (Fig. 9.2). Because the eastern Indian Ocean is

strongly affected by the Indonesian Throughflow, it is particularly this region where the.

tidal mixing reduces the SST differences by more than 0.4 °C (Fig. 9.2b) compared to the
experiment without any tidal mixing (Fig. 9.2a). The inclusion of tidal mixing almost
halves the model-data misfit in SST.

Furthermore, the annually averaged surface heat-flux changes sign in part of the area
affected by the tidal mixing (Fig. 9.3). The tidal mixing causes lower SSTs and thus the
Timor Sea gains heat, typically about -50 W /m?, which is consistent with estimates based
on observations (Oberhuber 1988). Due to the additional heat, the ocean gains buoyancy
which reduces the mixed-layer depth (not shown).

Due to the short integration time of 2 years for the tidal mixing experiment described
above, the signal of the modified water masses cc;uld not penetrate into the whole Indian
QOcean. To investigate its effects on the Indian Qcean water-mass properties, an extended
integration with tidal mixing in the Indonesian area is under way. -
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Figure 9.1: Power ép‘ectral den:sity estimates in the (a) fortnightly and (b) monthly
bandwidths of the weekly change in sea-surface temperature calculated for each one
degree square. The units of the contours are (°C/ week)?. From Ffield and Gordon
(1996).
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Figure 9.2: Annual mean SST differences (model minus observations) for (a) experiment

without tidal mixing and (b) experiment with tidal mixing. Units are in °C.
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Figure 9.3: Annual mean heat-flux difference (W/m?) between
experiments with and without tidal mixing.

* Negative values denote additional heat gain of the ocean.
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